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In authoritarian settings, dealing with privacy threats involving vertical (i.e., institutional) 
and horizontal (i.e., social) intrusions is an essential element of the day-to-day negotiation 
of online activism risks. Accordingly, this study investigates the role that horizontal privacy 
regulation efforts play in citizens’ decision-making about online political expressions (OPE) 
on controversial topics under digital repression. Using a web-based survey of Internet 
users (N = 992) conducted in 2018, the findings reveal that, while horizontal privacy 
regulation significantly predicts a weaker intention to engage in OPE about governmental 
corruption in Russia, this negative effect is amplified by how much one cares about others’ 
judgments about their position on corruption. 
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Although the potential visibility of one’s political self-disclosure on social media plays an important 

role in raising awareness about and seeking solutions for contentious issues, the low levels of expenditure 
on the time, energy, and effort required for online political expression (OPE) do not equate to low levels of 
negative consequences. The legal, political, and physical sanctions associated with citizens’ OPE can become 
quite severe, especially under authoritarian governance, such that even the most effortless online activities 
(e.g., liking a post) may pose serious risks that stem from both vertical (e.g., government tracking) and 
horizontal (e.g., friends’ surveillance) privacy violations (Poupin, 2021; Roberts, 2020). Within this context, 
behavioral responses, such as privacy regulation, about who (or what) may view or access the risky content 
one posts online become key in examining the social-psychological mechanisms underlying citizens’ OPE 
under authoritarian governance. 

 
Horizontal and vertical privacy violations are simultaneously and often subtly carried out by fellow 

social media users and institutions (e.g., the government and companies), respectively. The hard-to-discern 
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mismatch between intended and unintended (or unwanted) audiences resulting from context collapse on 
social media is known to push individuals to use strategies targeting the perceived risks associated with 
their online expression (Litt & Hargittai, 2016; Marwick & boyd, 2011; Mor, Kligler-Vilenchik, & Maoz, 2015). 
These strategies may be in the form of practicing self-disclosure based on what one thinks others know 
about oneself (Leonardi, 2014; Pearce, Vitak, & Barta, 2018) or engaging in specific privacy regulating 
behaviors to manage which information about oneself other individuals or institutions can access (Baruh, 
Secinti, & Cemalcilar, 2017; Quinn, Epstein, & Moon, 2019; Raynes-Goldie, 2010). 

 
From a citizen-centric perspective, individuals who face risks associated with online political self-

disclosure must rely on their own judgments about uncertainties about privacy violations. In this regard, 
prior findings demonstrate that individuals report greater concerns about horizontal privacy threats on social 
media compared to vertical ones (Afriat, Dvir-Gvirsman, Tsuriel, & Ivan, 2021; Jozani, Ayaburi, Ko, & Choo, 
2020; Ranzini, Lutz, & Hoffman, 2023; Sujon, 2018). While the potential explanations for the greater 
apprehension experienced with horizontal privacy threats include lack of awareness about, difficulty in 
understanding processes regarding, and cynicism toward vertical processes, studies bringing such findings 
forward focus predominantly on democratic settings. Meanwhile, most studies about online privacy in 
authoritarian contexts, where state surveillance is already the norm, focus on vertical privacy processes and 
thus create a lacuna of research about ordinary citizens’ experiences with regulating their horizontal privacy 
on social media. 

 
Building on prior work on online political activism and public perception of self-disclosure and using 

a web-based survey of 992 Internet users conducted in Russia in 2018, this study investigates the role that 
horizontal privacy regulation efforts play in OPE regarding controversial topics in authoritarian settings. The 
findings reveal that while the frequency of horizontal privacy regulation significantly predicts a weaker 
intention to engage in OPE on a risky political topic (i.e., governmental corruption), this negative effect is 
amplified by how much one cares about others’ judgments of their position on the topic of expression. 

 
The contribution of this research is threefold. First, by considering the different dimensions of 

privacy in an authoritarian context, the current study offers a nuanced understanding of the role that 
horizontal dynamics play in suppressed Internet users’ political self-disclosure experiences. Second, by 
introducing impression-relevant involvement as a moderator for understanding political self-disclosure, the 
findings expand our knowledge of the boundary conditions that privacy research should investigate with 
regard to OPE. Third, by focusing on an understudied political context, it advances comparative privacy 
research beyond the WEIRD (i.e., Western, educated, industrialized, rich, and democratic) settings (Henrich, 
Heine, & Norenzayan, 2010; Masur et al., 2021; Wu, Vitak, & Zimmer, 2020). 

 
Theoretical Framework 

 
OPE as a Self-Disclosure Behavior 

 
Online political expression is a form of digitally networked political participation that allows for an 

autonomous and activism-centered citizenship that is closely connected to the idea of activating one’s social 
networks (Theocharis, 2015). Current social media platforms allow individuals to interact with the 
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connections they selectively form with both narrow and broad audiences at a relatively low cost (Bayer, 
Trieu, & Ellison, 2020; boyd & Ellison, 2007). Accordingly, unlike other modes of political participation, such 
as voting or protesting (Margetts, John, Hale, & Yasseri, 2016; Vaccari et al., 2015), OPE enjoys low barriers 
of entry. Besides its potential to serve as a gateway to other forms of individual political engagement (Bode, 
2017), OPE is particularly important because it facilitates making one’s political preferences, aspirations, 
and dissatisfaction known to fellow citizens and authorities, which is a fundamental aspect of democratic 
citizenry in specific and political socialization in general. 

 
In line with its intentional and goal-directed nature, OPE is a form of self-disclosure, that is, “a 

process of making the self known to others” (Jourard & Lasakow, 1958, p. 91; Taddicken, 2014; Theocharis, 
2015). From a privacy-centered approach, it is also linked to the extent of individuals’ control over others’ 
exposure to, or dissemination of, such information, namely informational privacy (Baruh et al., 2017; 
Nissenbaum, 2010). Online self-disclosure serves several functions, including identity development, social 
validation, relationship building, and emotional release (Bazarova & Choi, 2014; Cheung, Lee, & Chan, 
2015), parallel with the functions of OPE. However, it may also involve a loss of control when sensitive 
information is shared, or in the case of rejection or disapproval by the audience, loss of friends, or the 
potential to hurt someone (Kruse, Norris, & Flinchum, 2018; Quinn & Epstein, 2018), which may result in 
severe consequences in authoritarian contexts when performed as contentious OPE. 

 
Regulating Privacy for OPE 

 
Scholars build on different perspectives as to why, how, and under what conditions individuals’ 

desire to protect their online privacy turns into deliberate acts of protection or regulation. According to one 
of these views, individuals continuously exercise privacy regulation, as it is their right to determine the 
particular rules around the release and ownership of their private information in online settings (e.g., Baruh 
et al., 2017), similar to their interpersonal experiences (Petronio, 2002). While some of these rules may 
necessitate acts that are preventive in nature (e.g., filtering recipients, using pseudonyms), others may be 
along the lines of correcting one’s already violated privacy (e.g., removing one’s name tag from photos 
uploaded by others; see Masur, 2018, for a review). 

 
These strategies aim to safeguard individuals’ online privacy from horizontal and vertical intrusions. 

Whereas the former concerns violations performed by other individual users or one’s social contacts, the 
latter concerns institutional actors, such as governments and service providers, as violators (Bazarova & 
Masur, 2020). Prior works on Internet users’ understanding of online privacy suggest that these dimensions 
overlap with lay conceptualizations of privacy (Quinn et al., 2019), with horizontal privacy concerns observed 
to be more salient and substantial for individuals (Afriat et al., 2021; Jozani et al., 2020; Lutz & Ranzini, 
2017; Sujon, 2018). 

 
The extent to which individuals take deliberate actions to regulate their horizontal and vertical 

privacy levels primarily stems from their desired level of privacy (Altman, 1975)—a key construct for self-
disclosure. When individuals fail to achieve this level, they may either adjust the privacy context or adapt 
their level of self-disclosure to the level of privacy available to them (Dienlin, 2015). In privacy research, 
there is ample empirical evidence demonstrating that active privacy regulation increases online self-
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disclosure (Chen, 2018; Chen & Chen, 2015; Mak, Koo, & Rojas, 2022). While the content of online self-
disclosure may vary largely, a recent study focusing on OPE on Twitter, for instance, found that changing 
privacy settings to manage social media audiences was associated with being more likely to tweet (Parviz & 
Piercy, 2021). 

 
Negotiating Privacy Risks in Authoritarian Settings 

 
Online political expression can be risky for individuals in both democratic and authoritarian settings. 

Nonetheless, the latter poses a wider range and severity of challenges to citizens’ daily experiences, 
especially in terms of vertical threats via an unpredictable and inconsistent mix of strategies that involve 
monitoring and punishing citizens’ OPE (Earl, Maher, & Pan, 2022; Kendall-Taylor, Frantz, & Wright, 2020; 
Roberts, 2020; Sanovich, Stukal, & Tucker, 2018). Likewise, previous research has shown that suppressed 
individuals resort to tactics such as highlighting humor elements in their political remarks (Chunly, 2020), 
performing self-censorship (Koçer & Bozdağ, 2020), or engaging in anonymization or circumvention when 
it comes to risky political expression (Honari, 2018). Within this framework, repressive strategies do not 
altogether stop citizens from countering their governments in online spaces despite the perceived risks, 
which makes unpacking what goes into these suppressed individuals’ decision-making processes particularly 
important (e.g., Dal, Nisbet, & Kamenchuk, 2023; Pearce et al., 2018). 

 
Thus, from the perspective of individuals living under authoritarianism, it is useful to handle privacy 

regulations as part of a larger problem stemming from governments’ efforts to communicate to their citizens 
that contentious OPE would be more trouble than it is worth. In other words, privacy concerns and threats 
about self-disclosing political views that contradict or challenge authoritarian incumbents should be 
considered components of how citizens negotiate the risks of digital repression. 

 
On the one hand, while engaging in privacy regulation may be expected to make citizens feel more 

confident about and in control of their online privacy, in authoritarian settings, it may make digital repression 
even more salient for citizens and result in a weaker intention to engage in political self-disclosure online. 
On the other hand, if citizens experience hopelessness coupled with disillusionment regarding exercising 
their freedom of speech online, this could lead to a form of apathy or cynicism toward available regulation 
tactics, especially for vertical privacy intrusions (Hoffmann, Lutz, & Ranzini, 2016; van Ooijen, Segijn, & 
Opree, 2022). 

 
In this work, I focus on the horizontal dimension of online privacy because of its relatively more 

tangible dynamics for social media users compared with the often subtle vertical privacy violations of digital 
repression. Suppressed citizens’ concerns about and efforts to regulate the social visibility of their online 
political self-disclosure become directly associated with their negotiation of the risks of online activism, as 
OPE is a matter of a “delicate act of impression management” (Mor et al., 2015, p. 1). A qualitative study 
focusing on horizontal dynamics conducted in the authoritarian context of Azerbaijan revealed that socially 
mediated visibility on social media platforms paves the way for both the benefits and risks associated with 
contentious OPE (Pearce et al., 2018). While the visibility of one’s dissent may eventually lead to raising 
awareness or ensuring support from like-minded people, it may also lead to uncivil reactions from others, 
relationship turbulence, or even dealing with police informers. 
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Thus, when it comes to the visibility of one’s OPE via horizontal dynamics, one ends up dealing 
with a double-edged sword. First, vertical privacy violations may exploit citizens’ social media 
connections (i.e., horizontal dynamics) through passive listening or monitoring. Citizens may 
unintendedly put their friends or families at political risk when they engage with their online content 
(e.g., liking, reposting, and commenting on), making them not only more visible to other users but also 
vulnerable to vertical intrusions. As a result, the networked and collective nature of online privacy may 
activate vertical privacy threats via horizontal dynamics. Second, besides the institutional efforts 
authoritarian governments put into monitoring dissenters, it is not uncommon to see leaders 
encouraging their base to inform against fellow citizens in the name of patriotism or civic duty (e.g., 
Dixon, 2023, para. 2; Troianovski et al., 2023, para. 3). Considering the sheer volume of online content 
produced on which governments can practice surveillance directly or indirectly via other citizens, 
snitching on others inevitably becomes a valuable act of cooperation with digital repression. 

 
The Russian Context 

 
Individuals’ privacy as a concept has been contested in Russia in both the Soviet and post-

Soviet eras in line with the long-established culture of state surveillance (Lokot, 2020). The word 
“privacy” does not have a literal Russian translation that follows the concept’s Western roots and 
connotations. Likewise, the terminology used in the Russian Constitution consists of adjectives that 
stand for personal, particular, or separate life instead. Similarly, the lack of explicit regulation of a 
fundamental right for private information/data protection in the current legal system is in tune with the 
remnants of the Soviet era, including limited self-determination in information disclosure practices—a 
key aspect of privacy (Saponchik, 2022). According to an in-depth analysis of how privacy is interpreted 
by the Russian state’s Internet regulator vs. one of the most prominent grassroots advocacy groups for 
digital rights, the state regards itself as the grantor of protection against external (i.e., foreign) threats 
targeting citizens who are “vulnerable data subjects with little agency” as opposed to individuals who 
can exercise privacy as a human right (Lokot, 2020, p. 320). Not surprisingly, this approach also results 
in state institutions regularly exercising power to withhold online privacy and eventually shaping OPE 
experiences for ordinary Internet users. 

 
Within the last decade, the Russian government’s gradual tightening of citizens’ freedom of speech 

and the threat against privacy in online spaces have created a risk environment, especially for Internet 
users with political views that challenge the regime and its representatives (Nisbet, Kamenchuk, & Dal, 
2017; van der Vet, 2019). As the most recent wave of digital repression, the Russian government’s handling 
of citizens’ digital communication regarding Russia’s full-scale invasion of Ukraine resulted in Russia reaching 
the lowest point in Internet freedom rankings (Freedom House, 2023). 

 
Along with heavily controlling the legacy media to ensure the dissemination of state propaganda, 

the Russian government has demonstrated to citizens that expressing opinions on such sensitive topics may 
lead to severe consequences that can be triggered by fellow citizens (Dixon, 2023; Izadi & Ellison, 2022; 
Troianovski et al., 2023). In Russia, posting online content that “exhibits blatant disrespect for the society, 
government, official government symbols, constitution or governmental bodies” can result in fines and jail 
time (Freedom House, 2023, para. 170). When applied to topics like governmental corruption, any post 



2736  Aysenur Dal International Journal of Communication 18(2024) 

 

mentioning allegations or posing mere questions that hold the government accountable for its actions may 
easily make citizens feel that they hang by a thread. Similarly, in March 2022, the criminal code was 
amended in such a way that spreading “knowingly false information” about the Russian armed forces and 
their actions could result in severe consequences, ranging from heavy fines to 15 years in prison. Here, 
what is particularly puzzling for ordinary citizens is that terms appearing in Internet laws (e.g., defamation 
of power, justifying extremism) make it difficult to assess legal boundaries when discussing contentious 
issues. Since these terms potentially make concerning laws look conducive to being used against citizens 
whenever the government deems necessary, the resulting risk atmosphere means a constant struggle with 
uncertainty and fear, not only for journalists and activists but also for ordinary citizens. 

 
Despite these measures, however, the digital information environments in Russia still serve as 

alternatives to state-controlled media and host cycles of mobilization for different causes. Social media in 
Russia are tools for both state control and protest when it comes to ordinary citizens’ online practices 
(Lonkila, 2016; Lonkila, Shpakovskaya, & Torchinsky, 2020). Nevertheless, this dual role of social media 
does not stop citizens from engaging in OPE on platforms that they deem subject to government 
surveillance. For example, although the largest social media platform VKontakte’s ownership has close ties 
with the Kremlin (unlike its previous owner who had to flee the country due to political pressures), individual 
users continue to post critical content on the platform for contentious issues, as was the case during the 
anti-waste protests in 2018 (Poupin, 2021). 

 
Hence, vertical privacy intrusions in Russia are by no means unexpected, although they can be 

subtle and more extensive than anticipated (Sanovich et al., 2018). In response to both platform-specific 
and grassroots efforts to resist vertical privacy threats, the Russian government has made it even more 
difficult to remain anonymous—banning VPNs, requesting the collection of users’ private information from 
companies, or making it mandatory to preload smartphones with Russian software (Baker & Hamilton, 
2021)—in online spaces under the pretext of security purposes. However, it remains an empirical question 
as to what extent one can have a nuanced understanding of citizens’ OPE by simply focusing on the vertical 
dimension of privacy, given the possibility of horizontal privacy dynamics playing a more prominent role in 
immediate decision-making regarding individuals’ online experience. 

 
Current Study 

 
When faced with digital repression in contexts such as Russia, citizens can experience the chilling 

effects of self-censorship or self-withdrawal from platforms (Huang, 2015; Parks & Mukherjee, 2017). 
Alternatively, they can be motivated to exhibit psychological reactance to limits to their freedom of 
expression, which may then push them to take deliberate actions to restore their freedom (Behrouzian, 
Nisbet, Dal, & Çarkoğlu, 2016; Roberts, 2020). To this end, privacy regulation efforts could either be 
reminders of why such chilling effects occur or tools for restoring one’s freedoms in digital spaces. 

 
The current study builds on the idea that when the prevalence of vertical privacy threats leads 

individuals to accept such practices as already happening in the background, further unpacking 
horizontal privacy dynamics about the citizens’ OPE experience will be more informative. Horizontal 
violations regarding one’s OPE could also be linked to negative outcomes that are institutional rather 
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than social (e.g., a social media connection acting as an informant for the police) in practice. However, 
in light of prior work on the dimensions of online privacy, the agency individuals technically have in 
regulating their horizontal privacy may still be perceived as being more about individual efforts within 
platforms’ privacy features than about vertical limitations. Accordingly, the current study primarily 
addresses the following research question: 

 
RQ1: How does horizontal privacy regulation play into suppressed individuals’ intention to engage in OPE 

about a sensitive topic on social media? 
 
Although empirical evidence from Western contexts mostly suggests that privacy-regulating 

behaviors primarily serve to make individuals feel more confident about self-disclosure, they may not be 
sufficient to allow suppressed individuals to feel safe enough to post on social media about topics that are 
sensitive and risky to challenge or even mention publicly. Namely, previous engagement in privacy 
regulation may serve two potential functions: (1) helping individuals feel more capable of using their agency 
and skills to bring their privacy closer to the desired levels, and (2) making privacy threats more salient as 
they remind individuals that there is an imminent threat they have to tackle. Therefore, the current study 
tested the following alternative hypotheses in the context of Russia: 

 
H1a–b: Engaging in horizontal privacy regulation will be significantly associated with a (a) stronger (b) 

weaker intention to engage in OPE about a sensitive topic. 
 
The current study also introduces impression-relevant involvement as a potential moderator of the 

hypothesized relationship between horizontal privacy regulation and OPE. Defined as “the public perception 
of the self” (Cho & Boster, 2005, p. 239), impression-relevant involvement concerns individuals’ reservations 
about the extent to which their opinions would be socially acceptable (Johnson & Eagly, 1989). Those who 
score high on impression-relevant involvement tend to act in accordance with their imagined audiences 
(Lapinski, Zhuang, Koh, & Shi, 2017; Marshall, Reinhart, Feeley, Tutzauer, & Anker, 2008) and potentially 
engage in tactics of moderation in tone or content. 

 
When dealing with threats to privacy, impression-relevant involvement may play a role in 

determining the strength of the link between taking precautions regarding what is visible to others on social 
media and the intention to disclose one’s political self. When self-disclosure involves a sensitive topic in an 
authoritarian setting, how others perceive one’s political self (e.g., supporting vs. opposing the government) 
may matter from a risk perspective. Similar to the role perceived vulnerability plays in subjective evaluations 
of threats (Witte, 1994), socially mediated visibility (Pearce et al., 2018) of one’s OPE may amplify the 
likelihood or severity of negative outcomes that are primarily social in nature, such as being reported to 
authorities, being attacked, or getting flagged by fellow users. Overall, considering the potential importance 
of public perceptions in how horizontal privacy regulation functions in authoritarian contexts, the study 
hypothesizes the following relationship: 

 
H2: Impression-relevant involvement moderates the relationship between horizontal privacy regulation 

behaviors and OPE about a sensitive topic. 
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Method 
 

Data Collection 
 

The data used in the analyses came from a self-administered web survey (translated by a former 
Russian journalist) of adults who resided in Russia. The survey instrument was approved by an American 
research university’s Institutional Review Board. The recruitment of respondents was done via a Russian 
online commercial opt-in panel that Qualtrics had contracted, and the respondent eligibility required using 
at least one social media platform. The sample size (N = 992) was determined based on the statistical 
requirements of the experiment embedded in the survey. Furthermore, for quality purposes, the online 
survey employed a Captcha verification question to ensure the participation of real humans. Flatliners and 
those who failed to pass the attention checks embedded in the questions throughout the survey were also 
excluded from the analyses. 

 
Survey fielding took place between April 16 and 21, 2018, which coincided with the aftermath of 

the 2018 elections in Russia, ensuring the relevance of the risks attached to OPE for ordinary citizens. As 
for privacy specifically, the blocking of Telegram for its failure to comply with the Russian government’s 
requests for individual users’ data and the mass protests that occurred in the following weeks made vertical 
privacy threats and their potential consequences salient. 

 
Russia serves as an appropriate study context given the intensification of digital repression that 

accompanies the already strict control over legacy media and the resulting psychological challenges for 
ordinary citizens (Nisbet & Kamenchuk, 2021). From a horizontal privacy perspective, ordinary citizens in 
Russia not only suffer from the worsening vertical processes of digital repression (Freedom House, 2023) 
but also from incidents involving other ordinary people (e.g., co-workers, neighbors) informing against anti-
war sentiments expressed through semi-public or public means, especially in the aftermath of the invasion, 
when thousands of citizens were arrested (Dixon, 2023). Moreover, considering the challenges survey 
researchers had to endure during the pandemic in general and the extreme circumstances associated with 
Russia’s full-scale invasion of Ukraine in terms of working with Russian respondents in particular, the current 
study may reflect one of the last chances of taking a snapshot of Russian Internet users’ political self-
disclosure before the recent war-related aggravation of digital repression. 

 
Measures 

 
Main Variables 
 

For the political opposition in Russia, governmental corruption stands out as one of the recurring 
themes for challenging the incumbent regime with several anti-corruption protests, both on the streets and in 
online spaces, having taken place also around the data collection (Lonkila, Shpakovskaya, & Torchinsky, 2021). 
Likewise, for study purposes, the intention to engage in OPE was measured by asking respondents how likely it 
was for them to engage in five different acts of political self-disclosure (α = .95) regarding corruption within the 
Russian government and political leaders on social media (1 = Extremely unlikely, 5 = Extremely likely). 
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These acts include (1) openly criticizing corruption among the Russian government or political 
leaders, (2) tweeting, posting, or otherwise promoting a political news story (for example, a newspaper 
article) about governmental corruption, and (3) retweeting, reposting, or otherwise promoting another 
user’s post about governmental corruption. The responses to the five different acts concerned with OPE 
about governmental corruption were averaged, with higher scores indicative of a greater intention to engage 
in OPE (α = .94). 

 
Respondents’ horizontal privacy regulation was measured by asking how frequently they 

engaged in a list of six behaviors (1 = Never, 5 = Always) targeted at protecting their privacy from 
other users on social media (adapted from Young & Quan-Haase, 2013). These behaviors include (1) 
deleting messages posted to your profile to restrict others from viewing/reading the message, (2) 
restricting contacts on (most used app) to only limited access to your profile, and (3) changing my 
privacy settings from the default values. 

 
The item wording for horizontal privacy regulation indicates what each respondent had previously 

reported in the survey as their most preferred social media platform (Odnoklassniki, VKontakte, Telegram, 
Facebook, Twitter) for political use. Similar to the outcome variable, the scores were averaged, with higher 
scores indicative of greater horizontal privacy regulation (α = .81), and the wording specified the most 
preferred special media platform for politics. 

 
An impression-relevant involvement measure was constructed by averaging two 5-point items (1 

= Strongly disagree, 5 = Strongly agree) adopted from Cho and Boster (2005). The items questioned the 
level of agreement with the following: (1) talking about my beliefs concerning corruption has little effect on 
what others think of me, and (2) talking about my position on government corruption strongly influences 
the impression that others have of me. 
 
Control Variables 
 

Vertical privacy management was measured by averaging the reported frequencies of engaging in 
four behaviors that targeted protecting privacy from institutional actors (1 = Never, 5 = Always, α = .76). 
Perceived response efficacy was measured by averaging five items (α = .92), assessing the extent to which 
respondents believed OPE was effective in policy changes, leaders’ decisions, citizen awareness, and so on 
(1 = Very ineffective, 5 = Very effective). Political posting was measured by averaging the number of days 
a week for six different political expressive behaviors on social media (α = .95). For network heterogeneity, 
respondents reported the perceived portion of their friends with similar political opinions on their most 
preferred platform (1 = None, 5 = All of them). The most preferred social media platform was controlled by 
creating dummy variables for Odnoklassniki, VKontakte, Telegram, and Facebook, with Twitter serving as 
the reference category. Non-political posting is the average number of days a week respondents post on 
other topics, including movies, sports, and personal updates (α = .88). The full item wording for these 
variables is presented in the Appendix. 

 
Additionally, socio-demographic variables consisted of age, sex (female coded 1), education, 

employment status (full-time employment coded 1), and regime opposition (favorability toward President 
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Vladimir Putin, Prime Minister Dmitry Medvedev, and United Russia, α = .86). Finally, because the survey 
involved an experimental manipulation that was beyond the current study’s scope, the conditions to which 
respondents were randomly assigned were also statistically controlled in the analyses by using dummy 
variables. The full item wording for all variables can be found in the Appendix, and the descriptive statistics 
are summarized in Table 1. 

 
Table 1. Descriptive Statistics. 

Variables N Mean SD Min Max 
OPE Intention 992 2.84 1.14 1 5 

Horizontal Privacy Regulation 992 1.95 0.80 1 5 

Impression-Rel. Involvement 992 2.65 0.73 1 5 

Vertical Privacy Regulation 992 1.66 0.72 1 5 

Response Efficacy 984 2.63 1.22 1 5 

Regime Opposition 989 3.83 1.66 1 7 

Non-Pol. Posting 991 2.73 1.74 1 8 

Political Posting 992 2.39 1.64 1 8 

Network Heterogeneity 986 3.21 0.85 1 5 

Odnoklassniki 992 0.19 0.39 0 1 

VKontakte 992 0.50 0.50 0 1 

Telegram 992 0.06 0.24 0 1 

Facebook 992 0.17 0.37 0 1 

Twitter 992 0.06 0.24 0 1 

Age 967 39.65 11.24 18 79 

Female 992 0.46 0.50 0 1 

Education Level 991 0.80 0.40 1 11 

Full-Time Employment 951 0.80 0.40 0 1 

 
Results 

 
In light of the hypotheses and research questions, two ordinary least square models were run, and 

the results of the multivariate regression and interaction analyses are shown in Table 2, with unstandardized 
coefficients and standard errors reported. Testing H1a–b, Model 4 investigated the direct effect of horizontal 
privacy regulation on intention to engage in OPE about governmental corruption, with the overall model 
explaining 28.8% of the observed variance. The regression results show that the frequency of engaging in 
horizontal privacy regulation is negatively associated with the intention to engage in said behavior (b = –
.10, p ≤ .05). Hence, of the two alternative hypotheses, H1b is supported. 

 
As for the remaining covariates predicting greater intention to post about governmental 

corruption, believing that OPE has high response efficacy in politics (b = .12, p ≤ .001), having a 
homogeneous network on the most preferred social media with regards to political opinions (b = .09, p 
≤ .05), engaging in frequent political posting in general (b = .27, p ≤ .001), having high impression-
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relevant involvement about posting about corruption (b = .10, p ≤ .05), and being a male (b = −.14, p 
≤ .05) were all significant predictors. In addition, regime opposition was negatively associated with the 
intention to post about corruption (b = −.11, p ≤ .001), which deserves further discussion regarding its 
implications for authoritarian contexts. 

 
Next, to test H2, an interaction term was introduced to the initial model to see if impression-

relevant involvement moderates the relationship between horizontal privacy regulation and intention to post 
(Model 5). Using Hayes’s (2017) SPSS PROCESS macro, the model was bootstrapped 5,000 times, 
estimating the moderated effects of horizontal privacy regulation at one standard deviation below the mean, 
the mean, and one standard deviation above the mean of impression-relevant involvement. The analysis 
reveals that the model explains 29.2% of the observed variance, with the negative relationship between the 
horizontal privacy regulation and intention to post being significant only for those whose impression-relevant 
involvement is at the mean value (b = −.10, p ≤ .05, 95% CI = [−.18, −.01]) or higher (b = −.20, p ≤ 
.01, 95% CI = [−.32, −.08], for values one standard deviation above the mean). Thus, H2 is also supported.
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Table 2. OLS Regressions Predicting Intention for OPE. 

 Model 1 Model 2 Model 3 Model 4 Model 5 
Horizontal Privacy Regul. .01(.05) - .44(.15)** −.11(.04)** .16(.14) 
Impression-Relevant Involv. - .24(.05)*** .59(.12)*** .10(.05)* .32(.11)** 
Horiz.Priv.X Imp.Rel.Involv. - - −.17(.05)*** - −.11(.05)* 
Vertical Privacy Regul. - - - .06(.05) .07(.05) 
Response Efficacy - - - .12(.03)*** .12(.03)*** 
Regime Opposition - - - −.11(.02)*** −.11(.02)*** 
Non-Political Posting Freq. - - - .00(.03) .00(.03) 
Political Posting Freq. - - - .27(.03)*** .27(.03)*** 
Network Heterogeneity - - - .09(.04)* .09(.04)* 
Odnoklassniki .18(.15) .22(.15) .24(.15) .24(.14) .26(.14)* 
Vkontakte .07(.14) .06(.14) .07(.14) .20(.12) .21(.12) 
Telegram .50(.19)* .46(.19)* .49(.19)* .28(.12) .29(.17) 
Facebook .34(.16)* .33(.15)* .34(.15)* .27(.14) .28(.14)* 
Tv Use  - - - .02(.02) .02(.02) 
Newspaper Use  - - - .01(.01) .01(.01) 
Age - - - .00(.00) .00(.00) 
Female - - - −.15(.07)* −.15(.07)* 
Education - - - −.02(.02) −.02(.02) 
Full-Time Employment - - - .05(.08) .04(.08) 
Condition 1 −.07(.10) −.06(.10) −.06(.10) −.08(.09) −.08(.09) 
Condition 2 −.06(.10) −.09(.10) −.07(.10) −.11(.09) −.11(.09) 
Condition 3 .18(.10) .16(.10) .18(.10) .17(.09) .18(.09) 
Constant 2.67(.16)*** 2.06(.19)*** 1.13(.36)** 1.67(.31)*** 1.08 (.41)** 

Unstandardized coefficients with robust standard errors in parentheses, *p < 0.05, **p < 0.01, ***p < 0.001. 
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For those who do worry about how others perceive them regarding their opinions about governmental 
corruption, the greater the horizontal privacy regulation gets, the weaker the intention to post about the 
sensitive topic at hand becomes. Moreover, when the interaction term is introduced, the significant covariates 
in the model (Model 5) consist of higher perceived response efficacy of OPE (b = .12, p ≤ .001), network 
homogeneity (b = .09, p ≤ .05), preferring Facebook (b = .28, p ≤ .05) or Odnoklassniki (b = .27, p ≤ .05) for 
OPE, being a male (b = −.14, p ≤ .05), and exhibiting low regime opposition (b = −.11, p ≤ .001). Figure 1 
illustrates the interaction slopes at different levels of impression-relevant involvement. 

 

 
 

Figure 1. Effect of horizontal privacy regulation on intention for OPE conditional on impression-
relevant involvement (95% CIs). 

 
This study has several limitations. First, because the survey was fielded in a sociopolitical 

environment suffering from severe authoritarian practices, those who perceived the greatest levels of risk 
in online political activities may have been underrepresented in the sample. The second limitation concerns 
the dependent variable. Because OPE is only measured at the intentional level, the actual behavior may 
differ in light of the available risk signals and the resulting perceptions at the moment of hitting the “post” 
button. Likewise, individuals may engage in more (or less) intense privacy regulations based on the specific 
topic of expression. To address this limitation, future studies can incorporate experiments in which the 
features of privacy contexts are manipulated and participants are asked to make actual posts within study 
designs that may feel closer to real life. 

 
Discussion 

 
Even in the strictest authoritarian contexts, repression does not occur uniformly across time and 

space. It is not uncommon for officials in authoritarian regimes to deliver speeches that immediately make 



2744  Aysenur Dal International Journal of Communication 18(2024) 

 

it much riskier to defend a specific political stance. Alternatively, a single incident in which a seemingly 
innocuous online action is heavily punished can activate fear among citizens. Having to live with such 
precariousness places horizontal privacy regulations in an important position for those who are willing to 
engage in OPE. Hence, when studying digital repression at the micro-level, one should examine the social 
dynamics of the online networks of suppressed individuals, which simultaneously host both regime 
collaborators and those who aspire to have a more democratic treatment. 

 
Living under authoritarian governance requires citizens to constantly negotiate the risks and 

uncertainties regarding the consequences of what they disclose publicly, semi-publicly, and privately. This 
negotiation often involves engaging in preventive or corrective actions in restricted online spaces where not 
only the rules but also the active players of the game are open to change unbeknownst to ordinary citizens. 
The current study investigates the link between citizens’ horizontal privacy regulation attempts and the 
extent to which such actions play into the strength of their intentions to self-disclose opinions about 
governmental corruption in Russia, and explores a boundary condition relating to the perceived social costs 
of others knowing about their position about governmental corruption. The findings reveal that the more 
frequently individuals engage in horizontal privacy regulation, the weaker their intention to post about 
corruption on social media becomes. The analyses also show that this negative relationship is significant 
only for those with mean or higher levels of impression-relevant involvement. 

 
These findings illustrate a chilling effect for those who deliberately try to regulate what they disclose 

to other users on social media regarding governmental corruption. Rather than inspiring confidence, privacy 
protection behaviors are associated with taking a step further, which is reluctance to engage in OPE on 
social media. Moreover, the extent to which individuals care about others’ perceptions of their political selves 
amplifies the chilling effect, resulting in even weaker intentions. The study findings confirm prior research 
that suggests a greater concern for horizontal versus vertical privacy threats, although they focus on 
dissimilar sociopolitical contexts (Lutz & Ranzini, 2017; Stutzman, Gross, & Acquisti, 2013; Sujon, 2018). 

 
Two of the significant predictors of a greater intention for OPE regarding governmental corruption 

deserve further attention. First, the analyses reveal that government supporters exhibit a greater intention, 
which may initially sound counterintuitive given that the anti-corruption protests primarily targeted Putin 
and his circle. However, it is important to note that authoritarian governments may benefit from the 
discussion of a sensitive topic as long as it fits into their own narratives. Likewise, Putin himself publicly 
showed support for a systematic struggle against corruption (“Putin: Corruption Must be Fought Against,” 
2017). He also suggested that the opposition’s underlying goal was to engage in self-advertising by turning 
its anti-corruption stance into a political instrument before the elections. When such a message comes from 
authoritarian leadership, it can serve as an encouragement cue for government supporters to voice their 
support on a large scale, which would help balance the opposition’s online presence about the same topic. 
Similarly, a longitudinal study previously done in the context of Türkiye reveals a moderating influence of 
government support between negative feelings about OPE and engaging in it (Dal & Nisbet, 2022). This 
example, too, shows that while feeling negatively about OPE may suppress the opposition, it may further 
mobilize pro-government individuals to visibly side with their government. 
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Second, the platform individuals use for OPE can be quite important for not only the potential 
differences between perceived effectiveness, ease of use, availability, and so on of privacy-regulating 
features but also how much control the Russian government exerts on the platform. For example, the change 
of leadership and the resulting increase in government oversight of VKontakte (Poupin, 2021) could help 
explain why using Facebook or Telegram comes forward as significant predictors in some of the statistical 
models. Likewise, it would be interesting to see if these results would hold after the intensification of 
government restrictions on Telegram, Facebook, and the circumvention technologies used to access these 
platforms in the aftermath of the survey (Freedom House, 2023). 

 
One of the key questions this study raises is the underlying reasons for the failure of horizontal 

privacy regulation efforts. In light of the non-significance observed for those who score low in impression-
relevant involvement, concepts like fear of social isolation (Chan, 2018) or desire to avoid conflicts and 
political disagreement (Vraga, Thorson, Kligler-Vilenchik, & Gee, 2015) may be in effect so much so that 
those who are concerned with the potential social sanctions refrain from taking the risks of online self-
disclosure. As another reason, the perceived effectiveness of digital repression may trigger a ceiling effect 
in that individuals consider horizontal privacy regulation a futile step toward combating their authoritarian 
government (Roberts, 2020). 

 
These potential explanations may also inform future investigations on concepts such as privacy 

helplessness (Cho, 2022) or privacy cynicism (Hoffmann et al., 2016) in contexts with similarly intensifying 
vertical privacy violations. As previously demonstrated, even under overt authoritarianism, as is the case in 
Russia, the increased salience of risk signals (e.g., going to prison) associated with a particular issue plays 
a role in individuals’ immediate judgment and decision-making regarding online activism (Dal et al., 2023). 
Likewise, the availability of risks regarding privacy violations could highlight nuances in how the chilling 
effect this study suggests manifests in individuals. This makes more detailed examinations of the 
interactions between horizontal and vertical privacy dimensions important for further unpacking the 
experience in the face of digital repression. 

 
Finally, there may also be dynamics particular to the issue of corruption in Russia that remain 

beyond the scope of this study. The observed effects may differ in direction or strength for more (or less) 
sensitive topics. For instance, the relationships suggested by the findings may be stronger for topics such 
as Russia’s full-scale invasion of Ukraine. During such crises, governments may impose specific directions 
regarding what is allowed and what is forbidden for media professionals and ordinary citizens. They may 
ensure that risk signals are largely received by publicizing severe punishments for concerning actions in the 
media and across social networks. Moreover, it may be easier for governments to exploit nationalistic 
motivations in such times and, eventually, complicate daring to defame one’s homeland in the eyes of fellow 
citizens. In such cases, concepts like impression-relevant involvement may become even more important in 
understanding citizens’ experiences. 

 
Concluding Remarks 

 
Living in authoritarian regimes as citizens who are critical of the government means not only dealing 

with vertical threats but also with those who support the regime’s actions and repressive tactics. That said, 
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ears that are potentially listening to what citizens have to say in online spaces surrounded by technical and 
psychological firewalls may result in both solidarity and severe punishment. In such environments, 
horizontal privacy threats, thus, serve as complementary to those that emerge from the enduring digital 
repression tactics of governments. Accordingly, this study portrays the citizen experience in dealing with 
the potential threats coming from one’s social media contacts, with further consideration of how one feels 
about online political self-disclosure about a sensitive topic. While the Russian case, as the privacy context 
of interest, is used for testing the individual-level mechanism in this study, the findings are presented as 
potentially applicable to other authoritarian contexts as well. 
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