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Although it has been commonly believed that people are gullible, the open vigilance (OV) 
theory advocates that people in the default state of information processing are 
conservative. By deepening their processing, they likely look for true cues to accept 
information instead of false cues to reject it. The current paper examined whether the OV 
theory works in the evaluation of information credibility in two studies. Study 1 found that 
more elaborated information processing brought higher perceived information credibility, 
no matter whether the news was true or false. Study 2 found that false cues made little 
impact on perceived information credibility, but true cues increased it significantly. As for 
people who had little prior knowledge, enriching either true or false details increased their 
perceived credibility. These findings enhance the understanding of how people judge true 
and false news. 
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The widespread of online disinformation has been of much concern because it is evidently a threat 

to societal stability (Cosentino, 2020). To confront this danger, various strategies have been proposed (e.g., 
Lim, 2020; Pennycook, McPhetres, Zhang, Lu, & Rand, 2020). Most of those strategies are based on the 
credulity hypothesis, which assumes that people are gullible and vulnerable to information manipulation 
(Forgas & Baumeister, 2019; Shabi, Oyewusi, & Shabi, 2018). Therefore, elaborate thinking and skeptical 
reflection should be used to detect false information (Burkhardt, 2017; VanderBorght, 2009). Despite the 
popularity of such claims, the empirical supports are not as robust as expected (Chu, 2020; Jones-Jang, 
Mortensen, & Liu, 2019). 
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Recently, Mercier (2020) proposed the theory of OV to explain the cognitive process that distinguishes 
between true and false information. Quite different from the credulity hypothesis, the OV theory posits that 
people are conservative rather than credulous by default. With cognitive efforts increasing, they likely look for 
true cues to accept information instead of false cues to reject information. Since this interesting theory has been 
largely built with indirect evidence from the bottom up, this article is an effort to validate Mercier’s (2020) 
principal assumptions directly with experiments, which focus on the effect of OV on content acceptance. 

 
The Credulity Hypothesis 

 
When saying “measure twice, cut once,” Westerners are not alone. Chinese express the same idea 

by saying “think triple times before acting.” More often than not, many believe that more elaborate thinking 
would improve decisions or judgments. 

 
The dual-system theory (Evans, 2008; Kahneman, 2011) provides a formal model for this folk 

wisdom. It argues that humans employ two systems in processing information. System 1 works fast, 
unconsciously, in a modularized and heuristic manner, with low energy consumption but is prone to errors. 
The process of System 2 is slower, analytical, and reflective, which consumes more energy but produces 
fewer errors. Since humans are cognitive misers, they rely more on resource-saving System 1, which results 
in more misjudgments (Kahneman, 2011).2 

 
Inspired by Spinoza (1677/1982), Gilbert (1991) linked the misjudgment caused by cognitive 

stinginess with gullibility, suggesting that information perception had two phases: an initial tendency to 
accept information, followed by efforts to certify or reject it. Because of cognitive stinginess, people more 
easily accept information without sufficient scrutiny and thus are credulous per se. Gilbert, Krull, and Malone 
(1990) and Gilbert, Tafarodi, and Malone (1993) also demonstrated the above assumption experimentally, 
and they observed that people were more likely to misjudge the falsehood as truth when they were under 
pressure from the cognitive load. 

 
Limitations of the Credulity Hypothesis 

 
Based on the credulity hypothesis, increasing cognitive effort to think elaborately has been believed 

by many as a way to improve people’s ability to resist disinformation. A large number of media literacy 
theories and practical strategies have thus been recommended accordingly. 

 
Does this work? Not necessarily. Empirically, Chu (2020) found that the more elaborately people 

thought, the more likely they were to fail in identifying false information. In an experiment on confession 
authenticity judgment, Kassin, Meissner, and Norwick (2005) discovered that police investigators with 
more relevant knowledge performed worse than college students. Schul, Mayo, Burnstein, and Yahalom 
(2007) showed that participants who attributed uncertainty to deception performed worse than those 
who attributed uncertainty to chance in the task of predicting outcomes because when participants 

 
2 System 1 and System 2 are also referred to as Type 1 and Type 2, Heuristic and Analytic, and other names 
by scholars (Hu & Hu, 2012). 
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believed the outcomes were caused by humans, they tried hard to control the occasions and eliminate 
every error. Such a more elaborate strategy, in turn, decreased the accuracy of their judgment instead 
of enabling a better judgment. 

 
A number of studies also found that the acceptance of false information may be not because people 

are gullible, as Gilbert (1991) suggested. Hasson, Simmons, and Todorov (2005) showed that the 
participants accepted false information when, and only when, the information they encountered was 
uninformative. Street and Richardson (2015) demonstrated that when being forced to make a binary 
judgment (true or false), the participants displayed truth bias, while the very bias disappeared as the 
participants were allowed to express the uncertainty they had felt. Richter, Schroeder, and Wöhrmann 
(2009) further showed that participants with validity-relevant beliefs were able to reject false information 
fast and efficiently even though they were under cognitive load. 

 
Although these findings cast doubt on the credulity hypothesis, they were not sufficient to form an 

alternative theory until the OV theory was proposed. 
 

The OV Theory 
 

The OV theory was proposed by Mercier (2020) after he had developed the epistemic vigilance 
theory, which advocated that vigilance is a key component of human communication (Sperber et al., 2010). 
According to the epistemic vigilance theory, people have to communicate with each other to obtain 
information about their surroundings. The adoption of others’ opinions usually means that the sources of 
the opinions are perceived to be honest and capable of knowing the truth (i.e., we should trust the sources). 
However, since the inaccurate information may be disseminated either for deception or because of the 
sources’ limited competency, trust would likely come along with epistemic vigilance. In other words, trust 
rarely stands alone and must coexist with vigilance. 

 
The mechanism of this coexistence has been more or less revealed in empirical studies. In a trust game 

experiment conducted by Fetchenhauer and Dunnin (2009), the participants were asked to decide how much 
money they wanted to hand over to other anonymous participants, under the condition that the others might 
give the money back or keep it for themselves. When guessing how much money the others would return, the 
participants were rather vigilant and made pessimistic estimations. Nevertheless, the same participants behaved 
more open-mindedly and the money they gave to the others was significantly more than the amount they 
expected to be returned. This implies that vigilance and trust appeared together in the decision-making process. 

 
Since unreliable persons may transmit credible information, while reliable persons may disseminate 

inaccurate information, epistemic vigilance also requires directly examining information content. People inspect 
encountered information based on their background beliefs, a process considered to be instinctive and effortless 
(Mercier, 2017). If the external information is not consistent with their preexisting beliefs, they either directly 
reject the information or apply cognitive efforts to decide whether their beliefs should be revised (Mercier, 2017, 
2020; Sperber et al., 2010). People are, so to say, hesitant to accept new information to avoid deception. 
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There has been sufficient evidence that people are conservative with external information. For 
example, in a classical study on advice-taking, Yaniv (2004) asked participants to form initial opinions before 
receiving advice from others and analyzed the influence of external opinions on each participant’s opinions. 
The study revealed that people assign more weight to their initial opinions than to those of others, and as 
the differences between the external opinions and their initial opinions increased, the weight assigned to 
external opinions decreased. It can be seen that it is often challenging to change one’s opinion, and people 
are cautious to accept new information. 

 
From an evolutionary perspective, Mercier (2020) suggested an analogy between the evolution of 

cognition for communication and the evolution of diet strategies. The creatures with lower intelligence, as 
he pictured it, tended to adopt a single and conservative dietary strategy because it could guarantee food 
safety. In the meantime, they might face the danger of extinction if the food supply they depended on 
sharply decreased. In contrast, creatures of higher intelligence likely adopted complex dietary strategies 
and had diverse food supplies to be more adaptive. Considering the likelihood of eating harmful foods, the 
omnivorous strategy required the agents to have the propensity to be open on the one hand and vigilant on 
the other hand. Mercier (2020) pointed out that similar to diet strategies, the cognitive mechanisms for 
communication evolved from being extremely conservative (i.e., accepting specific signals only) to being 
open but vigilant about a variety of signals. To highlight that cognitive openness does not translate to less 
vigilance, Mercier (2020) proposed the concept of OV as a replacement for epistemic vigilance. 

 
In explaining the mechanism of OV, Mercier (2020) argued that humans are instinctively 

conservative and tend to reject information that is inconsistent with their preexisting beliefs, mostly to 
prevent being deceived by falsehood. Rejecting information in a changing world, however, can hinder 
adaptation and learning. Therefore, conditional openness is an effective supplement that enables people to 
consider adjusting their beliefs and accepting new information by identifying supportive cues. 

 
Research Framework 

 
The OV theory is an epistemological theory primarily based on psychology, linguistics, and 

philosophy, which explains the mechanisms of decision-making related to believing informants and 
information. The theory accounts for two critical assumptions: (1) people are instinctively conservative in 
the default state, not credulous, and this conservativeness is likely to soften as the process becomes more 
elaborate, and (2) people are more likely to seek true cues to accept information instead of seeking false 
cues to reject it. 

 
Although there is some multidisciplinary evidence that supports the theory indirectly (Mercier, 2017, 

2020), the present paper intended to empirically test the theory more directly, focusing on the effects of open 
vigilance on news content acceptance. To measure the effect, we used perceived information credibility. 

 
This measurement needs more explanation. As demonstrated in the literature, truth rating (e.g., 

Nadarevic, Reber, Helmecke, & Kose, 2020), authenticity rating (e.g., Gaozhao, 2021), accuracy rating 
(e.g., Pennycook & Rand, 2020), and credibility rating (e.g., Mena, Barbe, & Chan-Olmsted, 2020) are 
extensively used to measure the degree of information acceptance (Bryanov & Vziatysheva, 2021). 
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However, the credibility of information, which is defined as the veracity judgment of the communication 
content, can encompass a set of associated concepts, such as believability, accuracy, and authenticity 
(Appelman & Sundar, 2016). We followed this convention. 

 
Based on the assumption of the OV theory that a new message would be taken as a falsehood by 

default and that accepting it would need more effort, we proposed our first hypothesis for Study 1: 
 
H1: Compared with less effort in information processing, more effort increases perceived information 

credibility. 
 

Study 1 randomly divided participants into three groups: control, more-questions, and read-aloud. 
The control group evaluated the credibility of the news right after reading it. The more-questions group 
evaluated the credibility of the news after reading it and answering a few questions related to the news. The 
read-aloud group evaluated the information credibility of the news after reading the information aloud. It 
has been documented in the literature of cognitive studies that completing a more-questions task requires 
additional efforts in terms of thinking about the message than just reading it (Craik & Tulving, 1975) and 
that reading a message aloud stimulates additional effort for encoding the information (Reynolds & Besner, 
2006), which made the information processed more than just reading it silently (Craik & Lockhart, 1972; 
Kelly, Ensor, Lu, MacLeod, & Risko, 2022; Leow, 2015). Therefore, comparing the perceived information 
credibility from the control group with that from the more-questions and read-aloud groups can validate H1. 

 
Based on the second assumption of the OV theory (i.e., people are likely to look for true cues to 

accept information instead of false cues to reject it), we proposed a set of hypotheses for Study 2: 
 
H2a: The perceived credibility of information increases when true cues are received for the information. 
 
H2b: The perceived credibility remains unchanged when false cues are received for the information. 
 

In Study 2, the participants were first asked to read a vague version of a message and rate its 
credibility; this provided the baseline ratings for the perceived credibility of the message. The 
participants were then randomly divided into two groups: (1) one group of participants read a new 
version of the message embedded with a true cue (i.e., true version), and (2) the other group of 
participants read a new version of the message embedded with a false cue (i.e., false version). After 
reading the assigned new versions of the message, the two groups rated the information credibility of 
the versions they just read. The validity of the hypotheses was determined by whether the participants 
who received the true cues increased their credibility ratings relative to their baseline credibility ratings, 
and whether the participants who received the false cues remained unchanged in their credibility ratings 
relative to their baseline credibility ratings. 

 
Study 1 

 
Study 1 aimed at testing whether more elaborate information processing would result in a higher 

rating of the perceived credibility of information (H1). 
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Method 
 

Design 
 

Designed as a one-way between-subjects experiment, Study 1 used the depth of information 
processing as the independent variable and the perceived information credibility as the dependent variable. 
The information processing was manipulated at three levels: Control group, more-questions group, and 
read-load group (Figure 1). 

 

 
Figure 1. The grouping of participants in Study 1. 

 
Although a few scales include several items to evaluate message credibility (e.g., Li & Suh, 2015), 

we used a simple and generic question (i.e., How credible do you think the message is?) similar to Appelman 
and Sundar’s question (“How credible was the article you just read”; 2016, p. 68) to measure participants’ 
responses. This allowed us to examine the participants’ intuitive perception of credibility since answering 
more items may lead the participants to think more elaboratively about the information (Craik & Lockhart, 
1972). The credibility was scored on a scale of 1 to 6 (“very incredible” to “very credible”) to prevent the 
neutral option preference. 
 
Stimuli 
 

We adopted and adapted four real (false/true) news items that had been professionally verified as 
stimuli. Two of the news items were true: “Beijing Time Originates from Shaanxi Rather Than Beijing” (CCTV 
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News Center, 2021; abbreviated as Beijing Time) and “Taking Pictures with Hands’ Gesture of ‘V’ Will Give 
Away Your Fingerprints” (Qnews, 2019; abbreviated as Fingerprints). The other two news items were false: 
“Russian Elementary School Students Return Home from School in a Severe Blizzard” (China Fact Check, 
2020; abbreviated as Blizzard) and “Hundreds of Thousands of People Were Killed as a Result of Excessive 
PM2.5 Generated from Rural Cooking” (Han, 2021; abbreviated as PM2.5). All the news items were 
presented in headline, text, and image format to match the reading habits of media consumers (an example 
is provided in Appendix A, Figure A1). 

 
The two false items were not completely baseless. In the case of Blizzard, false information 

comprised certain key objects mixed with incorrect details, such as the wrong location name for the news 
event (China Fact Check, 2020). The story of PM2.5 was based on a scientific investigation that reported on 
the association between rural residential emissions and premature deaths in China (Yun et al., 2020). 
However, the false version of the news distorted the scientific investigation by misrepresenting the harmful 
effects of solid fuel emissions as being caused by rural cooking, and falsely equating premature deaths with 
deaths (Han, 2021). 
 
Participants 
 

A total of 378 Chinese nationals3 were recruited via Credamo (an online platform widely adopted 
by institutions for conducting research in China) during August 17–20, 2021. Among them, 370 passed the 
quality checks (see the subsection Quality Check for details) and participated in the experiment. Of those 
participants, 202 were male, and 168 were female. One had a junior secondary diploma, 18 a senior 
secondary diploma, 43 a junior college diploma, 282 a bachelor’s degree, 21 a master’s degree, and five a 
doctorate. They were classified into five age groups: 20 in the less-than-20 group, 242 in the 21–30 group, 
92 in the 31–40 group, 13 in the 41–50 group, two in the 51–60 group, and one in the more-than 60 group. 
 
Procedure 
 

After reading the informed consent and the procedure introduction, the participants were 
randomly assigned to the control group and two experimental groups. They then read the four news 
items in random order. 

 
The control group evaluated the credibility of each news item immediately after reading it. The 

more-questions group, after reading each news item, was asked to answer several additional questions 

 
3 We estimated the sample size before sampling with a desired power of 0.95, an effect size of 0.25, and an 
alpha error of 0.05 (Tool Use and Background Knowledge as the control variable, the manipulation method 
as the independent variable, and the perceived information credibility as the dependent variable). The 
calculations indicated a sample size of 251. Considering the uncertainty in online experiments, we decided 
to recruit 1.5 times more participants. The method for determining sample size in Study 2 was similar to 
this approach, but due to the increased difficulty in completing the experiments in Study 2 compared with 
Study 1, we recruited two times more participants than estimated. The actual grouping results for both two 
studies are provided in Appendix B. 
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related to the information (such as “How important do you think this piece of information is?”) and then 
they evaluated the item’s credibility. The read-aloud group was asked to read aloud the news item (audios 
of the participants reading aloud were recorded) before the evaluation. 

 
After they evaluated all the items, the participants were asked to answer whether they had used 

tools such as search engines in making judgments (Tool Use) and whether they had had prior knowledge 
relevant to the items they had just read (Background Knowledge). At the end of the questionnaire, they 
were asked to report their demographic information. 

 
As the experiment was completed, the purpose of the study and the manipulation of the true and 

false news were revealed. The participants were thanked for their participation. 
 
Quality Check 
 

We used two methods for quality checks. First, the participants were given five options under 
Background Knowledge: “Have you previously learned of any of the above information? If yes, please select 
that information, and if no, select ‘none of the above.’” Of the options, four showed the titles of the news 
items, and the fifth was “none of the above.” If participants selected both a news title option and “none of 
the above,” they failed the check since they did not answer the questions with sufficient attentiveness. One 
in the control group, one in the more-questions group, and one in the read-aloud group were excluded by 
this check. Second, for the read-aloud group, the audio recordings of the participants were screened to 
check whether they had read every item loudly. Five were excluded by this check. As a result, a total of 
eight people were excluded by the quality checks. 

 
Since the data excluded are less than 3% (i.e., eight dropouts of 378), the attrition can be 

reasonably regarded as random, and this dropout rate is thus acceptable (Nunan, Aronson, & Bankhead, 
2018). The dropout analysis also shows that there were no systematic differences in the number of valid 
and dropout participants among the three groups (x2(2) = 5.517, p = .063). 

 
Results 

 
Preliminary Analysis 
 

Descriptive statistics are shown in Table 1. 
 

Table 1. Descriptive Statistics of Study 1. 

News Item 

Perceived Information Credibility (M ± SD) 
Control Group 

(n = 141) 
More-Questions Group 

(n = 100) 
Read-Aloud Group 

(n = 129) 

Beijing Time 4.18 ± 1.64 4.98 ± 1.08 4.81 ± 1.19 

Fingerprints 3.78 ± 1.60 4.55 ± 1.40 4.46 ± 1.32 

Blizzard 3.65 ± 1.56 4.08 ± 1.58 4.25 ± 1.47 

PM2.5 2.64 ± 1.61 3.71 ± 1.66 3.3 ± 1.69 

All the items 14.26 ± 3.79 17.32 ± 3.85 16.81 ± 3.33 
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We conducted a preliminary analysis with analysis of variance (ANOVA) on the data from the 
participants who passed the quality check. The manipulation of information processing was used as the 
independent variable and the perceived information credibility (the sum of the four items) as the 
dependent variable. 

 
The results showed a significant effect of the independent variable on the dependent viable [F (2, 

367) = 25.82; p < .001; partial η² = .123]. More specifically, the scores given by both the more-questions 
group (M = 17.32, SD = 3.85) and the read-aloud group (M = 16.81, SD = 3.33) were significantly higher 
than the score by the control group (M = 14.26, SD = 3.79), 95% confidence interval (CI) for the difference 
mean between the more-questions group and the control group was [2.13, 4.0 0], and 95% CI for the 
difference mean between the read-aloud group and the control group was [1.68, 3.43]. There was no 
significant difference between the read-aloud and the more-questions groups. This allowed us to combine 
data produced by the two groups into a single group, namely, the experimental group, for further analysis. 
 
Controlled Analysis 
 

To avoid the possible influence of Tool Use and Background Knowledge on the perceived information 
credibility (Chu, 2020), we controlled these variables and performed ANOVA again for each of the news 
items. The results (Table 2) showed a significant effect of the manipulation of the information process on 
the items of Beijing Time (true) [F (1, 362) = 16.17, p < .001, partial η² = .043], Fingerprints (true) [F (1, 
362) = 4.05, p = .045, partial η² = .011], and PM2.5 (false) [F (1, 362) = 11.70, p = .001, partial η² = 
.031], and the scores given by the participants in the experimental group were significantly higher than the 
score by the control group. 

 
Nonetheless, the manipulation did not produce a significant effect on Blizzard (false) [F (1, 362) = 

3.24, p = .073, partial η² = .009] at the significance level of 0.05 although the perceived credibility increased 
significantly at the level of 0.1. We speculate that the item might have been presented in a manner that 
looked so true that people preferred to take it as credible. However, considering the item is false actually, 
the possibility of space for enhancing its credibility is finite (for a falsehood, there would be limited supportive 
cues to be found even if enough elaborate effort was put in). That is why the experiment effect of this news 
item was not as strong as that of the other three items. 

 
Table 2. The Manipulation Effect on the Perceived Information Credibility. 

News Item 

Perceived Information Credibility (M ± SD) 

p Value Control Group (n = 141) Experimental Group (n = 229） 

Beijing Time 4.18 ± 1.64 4.88 ± 1.15 < .001*** 

Fingerprints 3.78 ± 1.60 4.50 ± 1.35 .045* 

Blizzard 3.65 ± 1.56 4.17 ± 1.52 .073 

PM2.5 2.64 ± 1.61 3.48 ± 1.69 .001** 

Note. ***p < .001; **p < .01; *p < .05. 
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These findings suggest that more elaborate information processing is correlated with a higher 
perception of information credibility, which largely supports H1. 

 
Study 2 

 
Using H2a and H2b, Study 2 aimed at examining whether true/false cues would influence perceived 

information credibility. 
 

Method 
 

Design 
 

Study 2 had a mixed-design experiment, with treatment time (before and after the treatment) and 
cue type (true and false) as the independent variables, and perceived information credibility as the 
dependent variable. The treatment time was a within-subjects variable, and every participant was subjected 
to it. The cue type was a between-subjects variable, and the participants were subjected to the 
manipulations of either a true or a false cue. 

 
The credibility was measured with the simple and generic question (i.e., How credible do you think 

the message is?) with scoring from 1 to 6 (“very incredible” to “very credible”), as in Study 1. The cue was 
manipulated as the details that influence people’s perception of news credibility. 

 
To make the experimental results robust, we performed experiments with three different sets of 

materials by the same experimental design. The participants were randomly divided into three groups with 
different news items. Each group was asked to read and evaluate the credibility of one item assigned to 
them. Then, each of the groups was further divided into two subgroups: the true cue subgroup and the false 
cue subgroup. The true cue subgroup was treated with true cues relevant to the news item they just had 
read, and the false cue subgroup was treated with false cues. The participants in both subgroups were asked 
to read those cues, respectively, and then evaluate the information’s credibility again (Figure 2). 
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Figure 2. The grouping of participants in Study 2. 

 
Stimuli 
 

We created three sets of materials, namely Set 1, Set 2, and Set 3, each containing three versions 
of a news item: vague, true, and false. The three versions had the same structure, with only a few words 
changed to manipulate the validity of the stories. An example is shown in Appendix A, Figure A2. 

 
Of Set 1, the three versions of the item were created based on the article “Your Blood Type Can 

Change?!” (DXY, 2016). The only difference among them was the cause of change in blood types. The vague 
version described the cause as a specific medical intervention; the true version, as a hematopoietic stem 
cell transplant; and the false version, as a heart transplant. 

 
Of Set 2, the three versions of the item were created based on the article “Diamonds Can Be Made 

from Hair” (Tadpole Stave, 2020). These versions differed only in the element of hair used to make 
diamonds. The vague version described it as hair has the same element as diamond, the true version as 
hair has the same carbon element as diamond, and the false version as hair has the same nitrogen element 
as diamond. 

 
Of Set 3, the three versions of the item were created based on the report “Russian Elementary 

School Students Insist on Attending Classes at Minus 51℃” (CCTV.com, 2020). They were different only 
with regard to the location of the event. The vague version described the location as the local area, the true 
version as Oymyakon village in eastern Siberia of Russia, and the false version as Brody Town in Lille of 
France (a fictional place). 
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Participants 
 

During August 22–25, 2021, a total of 1,036 Chinese nationals were recruited via Credamo. Of 
these, 843 passed the quality checks (details provided in the subsection Quality Check) and participated in 
the experiment. Among the participants, 373 were male, and 470 were female. Regarding education level, 
51 had a senior secondary diploma, 111 had a junior college diploma, 596 had a bachelor’s degree, 70 had 
a master’s degree, and nine had a doctorate, while the rest had a junior secondary school diploma or below. 
According to age, 65 were less than 20 years of age, 499 were aged 21–30, 227 were aged 31–40, 38 were 
aged 41–50, and 14 were aged 51–60. They were randomly assigned to three sets, as shown in Figure 2. 
 
Procedure 
 

The procedure was displayed on five screens. As the participants entered Study 2 via either 
personal computer or smartphone, screen 1 asked them to read the informed consent form and the 
procedure instructions. 

 
On screen 2, all the participants read the vague version of the news items assigned to them and 

rated their credibility. 
 
On screen 3, they were provided with either the true or false versions of the news item they had 

just read. To ensure that they read the material carefully, they were asked whether they had noticed 
differences between the items on the current and the previous screens. They then rated the credibility of 
the news item on the current version. 

 
On screen 4, they were asked to provide their demographic information and to answer whether 

they had used tools such as search engines to assist in making their judgments (Tool Use), and whether 
they had had prior knowledge about the news items they just read (Background Knowledge). 

 
On screen 5, the participants were informed of the purpose of the study, and the manipulations. 

Then they were appreciated for their participation. 
 
Quality Check 
 

Two methods were used for quality checks. One was performed by asking the participants if they 
had noticed the differences between the vague version and the other version. The participants passed the 
quality check if they were able to correctly remember and locate the differences. There were 171 pieces of 
data excluded for this check: 65 were in Set 1, 61 in Set 2, and 45 in Set 3. 

 
In addition, the consistency of the responses to Tool Use and Background Knowledge was used to test 

the robustness of the responses. The participants were asked “Did you use tools (e.g., search engines) to assist 
you in making your judgment during this response? Or have you ever heard anything about it?” They were given 
four options: “With tools,” “Without tools,” “Have heard this information,” and “Have never heard this 
information.” If anyone selected both “with tools” and “without tools,” or both “heard about this information” 
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and “never heard about this information,” their responses were excluded from the later analysis. There were 22 
pieces of data excluded for this check: 11 were in Set 1, eight in Set 2, and three in Set 3. 

 
As a result, there were 76 (in Set 1), 69 (in Set 2), and 48 (in Set 3) pieces of data that failed the 

checks. The dropout analysis shows that there were no systematic differences in the number of valid and 
dropout participants between the manipulation groups (x2(5) = 5.036, p = .411).4 

 
Results 

 
We conducted a preliminary analysis to detect the effects of the treatment on the perceived 

information credibility and a control analysis to eliminate the possible effect of Tool Use and Background 
Knowledge on the dependent variable. Descriptive statistics results are shown in Table 3. 

 
Table 3. Descriptive Statistics of Study 2. 

 

Set Cue n 

Treatment 

 Before After 
Preliminary analysis 1 T 145 2.83 ± 1.59 3.92 ± 1.60 

F 141 2.65 ± 1.51 2.69 ± 1.66 

2 T 146 2.77 ± 1.50 3.50 ± 1.56 

F 155 2.60 ± 1.32 2.55 ± 1.42 

3 T 130 2.99 ± 1.52 4.22 ± 1.34 

F 126 2.98 ± 1.60 3.04 ± 1.70 

Control analysis 1 T 108 2.47 ± 1.45 3.55 ± 1.60 

F 103 2.46 ± 1.30 2.79 ± 1.58 

2 T 105 2.33 ± 1.18 3.06 ± 1.45 

F 110 2.42 ± 1.12 2.65 ± 1.36 

3 T 99 2.70 ± 1.42 4.05 ± 1.30 

F 96 2.68 ± 1.43 3.03 ± 1.63 

Note. T= true, F = false. 
Preliminary Analysis 
 

Repeated-measures ANOVA was conducted with the treatment time as a within-subjects variable, 
the cue type as a between-subjects variable, and the perceived information credibility as the dependent 
variable for all the three sets of materials (see Figure 3a). 

 

 
4 The proportion of excluded participants was higher in Study 2 than in Study 1. This discrepancy is likely 
due to the fact that Study 2 was more demanding in terms of cognitive resources, which may have resulted 
in a higher likelihood of participants making errors and thus being excluded. Nevertheless, the dropout rate 
is acceptable since there were no significant differences between valid and dropout participants. 
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For Set 1, the effects of both the treatment time [F (1, 284) = 33.73, p < .001, partial η² = .106] 
and the cue type [F (1, 284) = 19.25, p < .001, partial η² = .063] were observed. The interactive effect of 
the treatment and the cue type [F (1, 284) = 28.85, p < .001, partial η² = .092] was also observed. 

 
More specifically, before the cues were added, no significant difference in the perceived credibility 

was found between the true- and the false-cue groups [F (1, 284) = .99, p = .321, partial η² = .003]. The 
difference emerged when the true and false cues were added to the two groups, respectively [F (1, 284) = 
40.73, p < .001, partial η² = .125]. Moreover, for the true-cue group, the perceived credibility was 
significantly higher after receiving the true cues [F (1, 284) = 63.37, p < .001, partial η² = .182]. For the 
false-cue group, no such change was observed [F (1, 284) = .09, p = .759, partial η² < .001]. 

 
For Set 2, the effects of both the treatment time [F (1, 299) = 18.55, p < .001, partial η² = .058] 

and the cue type [F (1, 299) = 14.47, p < .001, partial η² = .046] on the perceived credibility were found. 
The interactive effect of the treatment time and the cues type on the perception was also significant [F (1, 
299) = 23.80, p < .001, partial η² = .074]. 

 
Moreover, before the cues were added, no significant difference in the perceived credibility was 

found between the true- and false-cue groups [F (1, 299) = 1.15, p = .285, partial η² = .004]. The difference 
emerged between the two groups after they had received true and false cues, respectively [F (1, 299) = 
30.39, p < .001, partial η² = .092]. Compared with its credibility perception score before the true cues were 
added, the true-cue group produced a significantly higher score of the credibility perception [F (1, 299) = 
40.96, p < .001, partial η² = .120] after the true cues were added. This was not the case for the group that 
received false cues [F (1, 299) = .17, p = .682, partial η² < .001]. 

 
For Set 3, the effects of both the treatment time [F (1, 254) = 37.37, p < .001, partial η² = .128] 

and the cue type [F (1, 254) = 13.84, p < .001, partial η² = .052] on the perceived credibility were observed. 
The interactive effect of the treatment time and the cue type was also significant [F (1, 254) = 30.39, p < 
.001, partial η² = .107]. 

 
Moreover, before the participants were treated with the true and false cues, there was no significant 

difference between the true-cue and the false-cue groups [F (1, 254) = .01, p = .934, partial η² < .001]. 
After receiving the true and false cues, the difference appeared [F (1, 254) = 38.49, p < .001, partial η² = 
.132]. Compared with the initial credibility score, a higher score was found from the true-cue group [F (1, 
254) = 68.65, p < .001, partial η² = .213] and no significant score changed from the false-cue group [(F 
(1, 254) = .18, p = .674, partial η² = .001]. 

 
These findings show that people perceived the information as more credible when they noticed the 

true cue relevant to the information, but the false cue could not produce the same effect. H2a and H2b are 
therefore supported, respectively. 
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Figure 3. The cue treatment effects on perceived information credibility. 

 
Control Analysis 
 

To avoid the possible influence of Tool Use and Background Knowledge on the perceived credibility, 
repeated-measures ANOVA was performed only on the participants who had not used a search tool and had 
no background knowledge. Again, the treatment time was the within-subjects variable, the cue type was 
the between-subjects variable, and the perception of information credibility was the dependent variable (see 
Figure 3b). 
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For Set 1, the effects of both treatment time [F (1, 209) = 41.93, p < .001, partial η² = .167] and cue 
type [F (1, 209) = 4.98, p = .027 < .05, partial η² = .023] were significant. The interaction effect of the 
treatment time and the cue type was also significant [F (1, 209) = 11.77, p = .001 < .01, partial η² = .053]. 

 
Analysis revealed no significant difference between the true- and the false-cue groups before they 

were given the cues [F (1, 209) = .01, p = .933, partial η² < .001]. But the difference appeared between 
the two groups after they received the true and false cues, respectively [F (1, 209) = 12.05, p = .001, 
partial η² = .055]. However, unlike in the preliminary analysis, the perceived credibility in this control 
analysis became significantly higher after adding either the true cue [F (1, 209) = 50.25, p < .001, partial 
η² = .194] or the false cue [F (1, 209) = 4.53, p = .035< .05, partial η² = .021]. 

 
For Set 2, the effect of the treatment time on the perceived credibility was significant [F (1, 213) 

= 32.11, p < .001, partial η² = .131]. In contrast, the effect of the cue type on the perceived credibility 
was not significant [F (1, 213) = 1.13, p = .288, partial η² = .005] although the interaction effect of the 
treatment time and the cue type was also significant [F (1, 213) = 8.75, p = .003 < .01, partial η² = .039]. 

 
A simple-effect analysis further revealed no significant difference between the true- and the false-

cue groups before those cues were added [F (1, 213) = .29, p = .589, partial η² = .001]; but after those 
cues were added, a significant difference appeared between the two groups [F (1, 213) = 4.63, p = .033 < 
.05, partial η² = .021]. Notably, the true-cue group gave a significantly higher score [F (1, 213) = 36.35, p 
< .001, partial η² = .146], and the false-cue group gave a marginally significant higher score [F (1, 213) = 
3.76, p = .054, partial η² = .017]. 

 
For Set 3, the effects of both the treatment time [F (1, 193) = 56.84, p < .001, partial η² = .228] and 

the cue type [F (1, 193) = 8.91, p = .003 < .01, partial η² = .044] were significant. The interaction effect of 
the treatment time and the cue type [F (1, 193) = 19.47, p < .001, partial η² = .092] was significant as well. 

 
A simple-effect analysis further revealed that no significant difference in the perceived credibility 

appeared between the true- and the false-cue groups before the cues were added [F (1, 193) = .01, p = 
.922, partial η² < .001], but the treatment produced a significant difference between the two groups [F (1, 
193) = 23.29, p < .001, partial η² = .108]. The scores increased in either the group receiving the true cues 
[F (1, 193) = 72.54, p < .001, partial η² = .273] or the group receiving the false cues [F (1, 193) = 4.82, 
p = .029 < .05, partial η² =.024] were all significant. 

 
This result indicates that the false cue, like the true cue, was able to significantly increase the score 

of the perceived credibility if the participants had no knowledge pertaining to the news items and did not 
use the search tool. H2b, which claimed false cues made no impact on perceived information credibility, is 
supported only conditionally. 

 
Discussion and Concluding Remarks 

 
In this paper, we demonstrated first that the participants were conservative in the default state of 

information processing, as shown by the lower credibility scores they gave to the information. But the 
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participants became more open when the processing was more elaborate, as evidenced by the higher 
credibility scores they gave to the information. This finding supports one of the two critical assumptions of 
the OV theory: People are conservative in the default state of information processing as compared with a 
later stage of more elaborate processing. 

 
Second, we showed that participants who noticed the true cues increased the scores of their 

perceived information credibility, while those who noticed the false cues, made no change in the scores of 
their perceived information credibility. These findings support another critical assumption of the OV theory: 
People look for true cues to accept information instead of looking for false cues to reject it. 

 
Interestingly, we also found that the participants, without relevant knowledge about the given 

information or using tools in the test, increased the scores of their perceived information credibility as long 
as the additional cues appeared, whether the cues were true or false. This effect is neither discussed by 
Mercier (2020) nor observed in relevant studies of OV. We can only speculate on the mechanism behind the 
judgments of those participants. According to the OV theory, after the conservativeness in the default state, 
people likely look for true cues to accept given information. This consequently brings about the question of 
how they judge which cue is true and which is not. In Study 2, it was clear that both true and false cues 
increased the score of information credibility but only among the participants who neither had little 
knowledge about the given information nor used search engines in the test. They were, so to say, unable 
to know which cues were true or false. Under such conditions, a conceivable explanation is that those 
participants, as predicted in the OV theory, began to look for cues to adjust their initial decision. Because 
of participants’ lack of relevant knowledge to judge the given information, cues, as long as they could enrich 
the details of the information, might generate a sense of illusion of the validity of the information in the 
minds of those participants, regardless of whether the cues were true or false. This is an arresting 
speculation for it provides a mechanism-driven interpretation of why and how adding false details to false 
news would likely raise the credibility of the news. This speculation is worthy of further investigation. 

 
In sum, the findings of this paper largely support the propositions of the OV theory and compel 

reflection on the strategies advocated by most media literacy programs since influenced by the credulity 
hypothesis; the general doctrine of those strategies encourages people to take caution when encountering 
new information, and “be skeptical to recognize falsehood” before accepting information. Although this 
strategy may increase the possibility of rejecting false information, it meanwhile increases the chance of 
rejecting true information, especially in the default state where people are likely more conservative. 

 
It must be acknowledged that this investigation has several limitations. First, we did not bring 

information attributes into consideration, which previous studies suggested could affect information 
judgment (e.g., Hilbig, 2012). Second, although our cohort was diverse, since it was drawn from a 
convenience sample of non-probability sampling, it skewed toward younger and more educated both in 
Study 1 and in Study 2, and slightly skewed toward males in Study 1 and females in Study 2. This is not 
representative of the demography of the Chinese population (National Bureau of Statistics of China, 2021) 
and limits the external validity of our studies. Future studies should address all these limitations of the 
current paper. 
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Appendix A: Examples of Experimental Stimuli* 

 
Figure A1. A stimulus as an example of Study 1. 

Note. The stimulus was adapted based on an article by CCTV News Center (2021). 
 

 
Vague News 

 
* All the stimuli were originally in Chinese, and here we translate the text into English. The complete material 
is available on request from the authors. 
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True News 

 
False News 

Figure A2. A set of stimuli as an example of Study 2. 
Note. The stimuli were created based on an article by DXY (2016). 
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Appendix B: The Grouping Results 
 

Table B1. Number of Individuals in Each Group of Study 1. 

News Item Background Knowledge Tool Use 

Experimental Group 

Control More-Questions Read-Aloud 
Beijing Time Without Without 84 46 77 

With 17 14 5 

With Without 29 23 34 

With 11 17 13 

Fingerprints Without Without 111 50 80 

With 4 11 7 

With Without 20 22 27 

With 6 17 15 

Blizzard Without Without 96 61 75 

With 6 4 7 

With Without 29 15 32 

With 10 20 15 

PM2.5 Without Without 107 62 96 

With 4 6 8 

With Without 20 11 12 

With 10 21 13 

 
Table B2. Number of Individuals in Each Group of Study 2. 

Set Background Knowledge Tool Use 

Cue Type 

True False 
1 Without Without 108 103 

With 2 3 

With Without 29 30 

With 6 5 

2 Without Without 105 110 

With 6 2 

With Without 31 40 

With 4 3 

3 Without Without 99 96 

With 1 5 

With Without 24 19 

With 6 6 

 


