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Because of the rapid growth of social media, nearly 4 billion people now have online accounts where they engage with their social network, learn about the news, and share content with other people (Statista, 2020). The rapid growth of this recent technology has raised important questions about its potential impact on political action, collective behavior, and polarization (see Bak-Coleman et al., 2021; Van Bavel, Rathje, Harris, Robertson, & Sternisko, 2021). Several scholars have argued that social media has democratized political discourse, fostered social justice, and facilitated revolution (Eltantawy & Wiest, 2011; Jost et al., 2018; Tufekci & Wilson, 2012). However, there is now a growing body of evidence that social media may contribute to polarization, political violence, and hate crimes (Allcott, Braghieri, Eichmeyer, & Gentzkow, 2020; Müller & Schwarz, 2020). The current article discusses how specific features of social media may spur polarization, and offers insights into potential solutions to reduce this influence.

**Polarization**

There are two core forms of polarization: (1) affective polarization and (2) ideological polarization. Although these two forms of polarization are often highly interwoven, they are conceptually distinct. Affective polarization refers to the divide between groups characterized by negative feelings toward out-group members (Iyengar, Lelkes, Levendusky, Malhotra, & Westwood, 2019). Over the past few decades, affective polarization, as measured by the number of Americans with “very unfavorable” attitudes toward their political out-party, has been increasing (Pew Research Center, 2014). Ideological polarization refers to the divide between groups in terms of values and beliefs (Iyengar et al., 2019), and has been increasing as well (Pew Research Center, 2014).

The literature has looked at both forms of polarization; therefore, we review evidence of both. However, affective polarization appears to be more pernicious than ideological polarization and is associated with democratic backsliding, or a decline in democratic principles of governance (Orhan, 2022), reduced support for democracy (Kingzette et al., 2021), and lower intellectual humility (Bowes, Blanchard, Costello, Abramowitz, & Lilienfeld, 2020). Therefore, our article focuses, wherever possible, on affective polarization and other pernicious forms of political conflict, such as political sectarianism (Finkel et al., 2020).

It is important to note that social conflict and moral outrage can be the function of sincere political disagreements and, in some contexts, can foster important social change (Spring, Cameron, & Cikara, 2018); however, there is a growing trend in the United States and several other nations toward out-group hate and false polarization (i.e., misrepresentations of the beliefs of out-groups; see Brady & Crockett, 2019; Finkel et al., 2020). Although polarization research often focuses on political parties, it may also focus on conflicts between other ethnic, religious, sectarian, or national groups within society. In the current article, we discuss how social media platforms can exacerbate polarization and intergroup conflict within societies.

---

2 Most of the literature studying the link between social media and polarization is correlational. More work needs to be done to explore and establish the causal relationship between social media and polarization.
Social Media

Here, we define "social media" as "a group of Internet-based applications that . . . allow the creation and exchange of User Generated Content" (Kaplan & Haenlein, 2010, p. 28). Different social media platforms have different features and norms, and certain aspects of our framework may therefore apply to some platforms but not others. For example, although WhatsApp may contribute to the spread of misinformation and polarization content (Machado, Kira, Narayanan, Kollanyi, & Howard, 2019), it does not have an algorithmic recommendation system like Facebook, Twitter, or Instagram. The platform LinkedIn shares many of the features of Facebook, but it is less relevant to the issue of polarization because of different platform norms (e.g., of professionalism) and its focus on career issues and networking as opposed to society and politics.

Additionally, the distinction between different social media platforms, as well as between social media and traditional forms of media, has become increasingly blurred in recent years. For instance, content from one social network site is often reposted to other social network sites and covered by legacy media sites. Many mainstream journalists also promote their work and find content for stories from social media. Although each unique social media site has its own idiosyncrasies, most of the literature to this point has focused on data from Twitter and Facebook (Blank & Lutz, 2016); therefore, most work we cite here focuses on those platforms. It will be important for future work to examine these processes across other platforms.

The SPIR Model

There is a growing interest in social media and polarization (see Kubin & von Sikorski, 2021; Prior, 2013; Tucker et al., 2018). We build on this prior work by developing a model that addresses how and when social media might increase polarization. Specifically, we review the role of four factors: Online Selection, Platform Design, Incentive Structures, and Real-World Context (SPIR) in polarizing the public and shaping offline behavior. Prior work has described how these factors can facilitate the spread of moral content online (see the MAD Model; Brady, Crockett & Van Bavel, 2020). We expand on this work by applying these concepts to political conflict and polarization. Specifically, we explain how these features of social media can act as an accelerant, amplifying divisions in society between social groups and spilling over into offline behavior. To help make sense of these processes, we propose a framework for understanding how social media can polarize people.

According to the SPIR framework (as seen in Figure 1), social media users often seek out content relevant to their identities and beliefs. These selections, in turn, increase the probability that users interact with people and content that amplifies or reinforces their identities, values, and beliefs—which can potentially trigger radicalization (Atari et al., 2021). Some platforms have algorithms that may amplify political content that is polarizing or hostile to increase the engagement of users (Protecting Kids Online, 2021). This provides an incentive for users (as well as political elites, news agencies, and foreign actors) to use language and other content that attracts attention and reinforcement on the platform (Simchon, Brady, & Van Bavel, 2022). All of this unfolds in a broader context, which includes both the norms specific to the social media platform—and, more narrowly, the social network of the user—and can influence offline behavior.
It is difficult to discern the causal impact of social media on polarization (Van Bavel, Rathje, et al., 2021). For example, polarization was increasing in many countries before the rise of social media and is currently not increasing in every country that does have access to social media (Boxell, Gentzkow, & Shapiro, 2022). Although one experiment found that deleting Facebook led to decreases in polarization in the United States (Allcott et al., 2020), other research has found that such results might depend on one’s offline social network (Asimovic, Nagler, Bonneau, & Tucker, 2021). There are also many different ways of using social media, from professional to political, and the consequences of social media use may depend on features like a particular platform’s design or one’s offline context. Thus, rather than answering the simple question of whether social media as a whole causes polarization, we aim to examine the interrelated processes by which social media might spur polarization and intergroup conflict.

Our view is that social media is no longer distinct from other modes of communication; our different modes of communication are intertwined. According to a recent survey, reporters said their primary source for news was online (58%) and many others said Twitter (16%), with cable or TV news trailing in third place (7%; Frank, 2021). Political elites, news agencies, and journalists not only use social media to find content for reporting but also use these platforms to disseminate the news and build their professional profile, and therefore may be motivated to present the news in a way that elicits online engagement (e.g., appealing to the norms of a platform or leveraging the algorithms). This makes it difficult to fully disentangle the impact of mainstream media and social media on polarization. Moreover, actions in the real world can reinforce polarization on social media—creating a vicious cycle. Accordingly, it is important to study social media to understand the full picture of how media affects polarization and conflict.

![Figure 1. Our framework suggests that people Select identity-congruent news and social networks. The Platform Design and algorithms on social media influence people’s online behavior and the type of content that people see. Social media’s business model of rewarding viral content may provide Incentives for the creation of divisive content. All of these features interact with the Real-World Contexts and offline social networks that people are embedded within to facilitate polarization.](image-url)
Selection and Sorting

With the advent of the Internet, and social media more specifically, there is now an overwhelming amount of information available to people at all times. On YouTube alone, users are uploading 500 hours of video per minute. It would take more than 80 years to watch a single day’s worth of new video content (Hale, 2019). By one account, social media users scroll through 300 feet of newsfeed per day (Qin, n.d.). As such, it is critical to understand how people sort through this information and what consequence this sorting process has on their beliefs and behavior.

Experimental work suggests that people often seek out information that is congruent with what they already believe (Knobloch-Westervick & Meng, 2009)—known as “selective exposure” (Frey, 1986; although see Nelson & Webster, 2017, who argue that selective exposure may be weaker than initially thought). In the realm of political (mis)information, this is the tendency for people to predominantly read news that is in agreement with their political beliefs (Knobloch-Westervick & Meng, 2009). This bias further extends to the source of the message. For instance, when Americans seek out news online, they read news from sources aligned with their political identity and beliefs, and this tendency is increasing over time (Rodriguez, Moskowitz, Salem, & Ditto, 2017). Similarly, the political lean of media outlets is reflected in the political leaning of their Twitter account followers (Golbeck & Hansen, 2011). Crucially, increased selective exposure to political news is correlated with political polarization—and this relationship is potentially bidirectional (Stroud, 2010).

In addition to seeking out and selecting congruent information, people are also predisposed to believe congruent information (see Van Bavel & Pereira, 2018). In one series of experiments, researchers explored how participants differed in their belief of news stories that were partisanship congruent (i.e., positive about their political in-group or negative about their political out-group) or incongruent (Pereira, Harris, & Van Bavel, 2021). The results revealed greater belief in partisan congruent information (see also Jennings & Stroud, 2021). Additionally, when people see a correction to a piece of political misinformation online, they are more likely to update their belief (i.e., believe it less than before the correction) when the correction is politically congruent (i.e., asymmetric updating; Jennings & Stroud, 2021; Sunstein, Bobadilla-Suarez, Lazzaro, & Sharot, 2016). The impact of partisanship on belief may be largest for ambiguous information, and people likely behave more rationally when the information is unambiguous (see Xiao, Coppin, & Van Bavel, 2016).

Further, social media users may follow or self-select into online networks that are composed of other users with the same political identity. For example, people are three times more likely to follow back Twitter users who share their partisan identity (Mosleh, Martel, Eckles, & Rand, 2021). One study found that Facebook users in Italy are ideologically polarized and form two homophilous groups (Bessi et al., 2015). Given that people are also more inclined to share news that is congruent with their politics on social media platforms (Pereira et al., 2021; Shin & Thorson, 2017), this would increase exposure to identity-congruent content. Increasing polarization may be related to these tendencies toward increased seeking, sharing, belief in, and belief updating for politically congruent content, as well as tendencies to self-select into identity-congruent networks.
### Platform Design and Algorithms

Social media platforms are not created equally—it is important to differentiate between social media platforms and their distinct features (e.g., populations, social norms, social-feedback dynamics, algorithms). Some platforms appear far more likely to increase polarization than others. For example, researchers observed polarizing social dynamics on Facebook and Twitter but not on Reddit, Gab, and WhatsApp (Cinelli, De Francisci Morales, Galeazzi, Quattrociocchi, & Starnini, 2021; Yarchi, Baden, & Kligler-Vilenchik, 2021). Different platforms also appear to foster different types of polarization. For example, Facebook has been linked to attitudinal polarization (the extremity of citizens’ political opinions; Levendusky, 2013), whereas Twitter has been linked to both affective and attitudinal (i.e., how citizens feel about and evaluate political parties) polarization (Levy, 2021; Yarchi et al., 2021). As such, distinguishing between different platforms is likely critical to understanding their role in polarization.

One important platform design feature is the newsfeed algorithm, which determines the content users see when they use the platform. Multiple social media sites appear to operate by showing their users more content that is congruent with their political beliefs. For instance, watching algorithm-recommended YouTube videos on partisan issues increased participants’ polarization, particularly when the algorithm was based on their own search preferences (Cho, Ahmed, Hilbert, Liu, & Luu, 2020). Similarly, Facebook appears to infer its users’ political ideology and shapes their newsfeed to be politically congruent (Levy, 2021), and the TikTok algorithm appears to send people down “rabbit holes” on the app (Wall Street Journal Staff, 2021). For one investigation, researchers created TikTok “bot” accounts that would rewatch videos with specific hashtags. One bot account was assigned interests in “sadness” and “depression” and would rewatch videos that had any hashtags related to those topics. The algorithm quickly discovered these interests, and soon sent this bot down a “rabbit hole” of depression-related videos, to the point where 93% of this bot’s recommended videos were about depression (Wall Street Journal Staff, 2021). As such, it is possible that these algorithms or “filter bubbles” have the capacity to amplify polarization (Spohr, 2017). Indeed, being part of morally homogenous social networks increases radical intentions and willingness to fight and die for one’s group (Atari et al., 2021). Thus, social media’s tendency to show people information congruent with their beliefs—especially their moral beliefs—may increase political and sectarian conflict.

There is debate, however, over the extent to which online polarization is platform-driven versus user-driven. In other words, it is difficult to determine whether and when people self-select into online networks that contain polarizing content, or whether social media algorithms amplify and encourage people to view polarizing content. For instance, one article found that while engagement with right-wing and “anti-woke” content (e.g., content critical of modern liberal activism) was increasing on YouTube, this did not appear to be driven by the YouTube algorithm recommending increasingly radical content. Instead, it seemed to be driven by several other forces, such as preferences of Internet users as a whole and demand on the broader Internet (Hosseinmardi et al., 2021). This contrasts with the common narrative that people fall down YouTube “rabbit holes” that show them increasingly extreme content. Another study found that while political polarization increased on Reddit, this was largely because of an influx of conservative Reddit users in 2016—in other words, this polarization appeared to be largely driven by users, as opposed to Reddit “polarizing” users (Waller & Anderson, 2021).
Although, without access to data about how social media algorithms operate, it is difficult to make strong claims about the extent to which algorithms play a role in polarizing individuals. Thus, many inferences about the internal dynamics of different algorithms are largely speculative or rely on indirect evidence, which is compounded by the problem that algorithms are continually being updated. More work in this area—in addition to further visibility into algorithm design—is needed to examine the content and impact of these algorithms over time.

While there is a broad consensus that exposure to too much political congruent content might be problematic, it is not clear how exposure to incongruent content might help. For instance, simply exposing individuals to diverse partisan sources of information does not necessarily reduce polarization. One field experiment paid Democrats and Republicans to follow Twitter accounts that retweeted messages by elected officials and opinion leaders with opposing political views for one month (Bail et al., 2018). Surprisingly, exposure to members of the other party increased ideological polarization (although this backlash effect was only significant among Republicans). This highlights another possible process by which social media can increase ideological polarization: as social media tends to amplify extreme viewpoints (Bail, 2021; Rathje, Van Vabel, & van der Linden, 2021), exposure to hyperpartisans from the in-group or out-group may lead people to become even more entrenched in their own viewpoint. However, other research suggests these “backlash” or “boomerang” effects are relatively rare (Casas, Menchen-Trevino, & Wojcieszak, 2022). Thus, more research is needed to examine the circumstances under which contact with opposing viewpoints is productive.

Social media’s platform design also allows political actors to foment political conflict by deploying automated users—known as “bots.” Bots are user accounts that present themselves as being real users, attempting to influence other users’ opinions (Yan, Yang, Menczer, & Shanahan, 2020). They are present in online communities for various topics, such as the vaccination debate (Yuan, Schuchard, & Crooks, 2019) and discussion of international conflicts in India (Neyazi, 2020) on Twitter. Users can then be further exposed to hyperpartisan (mis)information through bots or trolls, which tend to use polarized rhetoric and content (Simchon et al., 2022). Indeed, research studying the influence of bot accounts suggests that they increase polarization on Twitter (Ozer, Yildirim, & Davulcu, 2019). This body of work suggests that social media algorithms (and other platform features) and bots may further amplify polarization.

Incentive Structures and Message Content

Social media platforms also seem to reward certain types of political rhetoric. For instance, divisive social media messages are more likely to succeed online. A recent analysis of 3 million social media posts found that posts about the political out-group (often reflecting out-group animosity) were much more likely to be shared than those about the political in-group. Each additional out-group word (e.g., “liberal,” if the post came from a Republican) increased a posts’ shares by approximately 67% and also strongly increased the likelihood of that post receiving “angry” reactions, “haha” reactions, and comments on Facebook (Rathjeet al., 2021). Relatedly, content expressing moral outrage is more likely to be shared on Twitter, especially within—and not between—partisan echo chambers (Brady, Wills, Jost, Tucker, & Van Vabel, 2017). Additionally, positive social feedback (e.g., likes, shares) on posts expressing outrage increases the likelihood that people will express outrage in the future (Brady, McLoughlin, Doan, & Crockett, 2021). Furthermore, the most popular content on
Facebook tends to consist of right-wing, hyperpartisan media sources (e.g., Ben Shapiro), which may be more likely to express outrage and out-group animosity (Thompson, 2020).

On some platforms, misinformation can receive more engagement than true information. For instance, one study found that false news was more likely to be shared than true news on Twitter (Vosoughi, Roy, & Aral, 2018), and this was especially true of political misinformation. The popularity of misinformation may be closely related to affective polarization (or out-party animosity). For instance, a recent study found that the strongest psychological predictor of sharing fake news on Twitter was affective polarization—perhaps because fake news often derogates the out-party (Osmundsen, Bor, Vahlstrøm, Bechmann, & Petersen, 2021). Thus, the popularity of misinformation might be related to the general motivation to share content online that denigrates out-group members (Pereira et al., 2021; Rathje et al., 2021).

Divisive content may succeed online because it is particularly likely to capture our attention (Brady, Gantman, & Van Bavel, 2020). Since social media operates as an attention economy (Bak-Coleman et al., 2021), whereby users compete for the chances to go “viral,” writing socially divisive social media posts that fulfill identity-based motivations (such as out-group derogation) may be an effective way for capturing attention and engagement. Indeed, one study found that the most politically extreme politicians have the most followers (Hong & Kim, 2016). In other words, the social media incentive structure may be creating social and economic incentives for producing and sharing polarizing content (Bail, 2021; Rathje et al., 2021).

While divisive posts and misinformation might generate engagement in the short term (and thus revenue for social media companies and enterprising users) they may have harmful side effects in the long term, including polarization. Researchers have proposed models through which misinformation increases ideological polarization (e.g., Au, Ho, & Chiu, 2021). Further, survey experiments find that people do not like the expression of partisan animus (Costa, 2020), even though this is what social media platforms appear to be incentivizing. Thus, social media platforms may be keeping people engaged by featuring content that they do not truly enjoy. Facebook recently chose to reduce the amount of political content in people’s newsfeeds after discovering that, although it led to increased engagement, survey data revealed that people did not like it (Gupta, 2021).

Real-World Behavior

Social Media Activity Has Offline Consequences

Behavior on social media can have far-reaching offline consequences. Nefarious movements on the fringes of the political spectrum have originated online, giving voice to conspiracy theories and hate groups (Douglas et al., 2019). Recently, the U.S. conspiracy theory group QAnon has gained massive online popularity and may now encompass as many as 30 million followers (Russell et al., 2021). QAnon’s online rhetoric bled into offline spaces in January 2021, when there was an insurrection at the U.S. Capitol committed by people who believed the false claim propagated by conspiracy theorists that the U.S. presidential election had been fraudulent (Luke, 2021). Twitter use has also been linked to an increase in hate crimes at the community level (Hoover et al., 2021; Müller & Schwarz, 2020). For instance, anti-Muslim tweets from Donald Trump during his presidency were associated with an increase in hate crimes in the following days.
Unfortunately, examining causal ties between online and offline behavior is challenging. Because of the incredible number of social changes that occurred in parallel with the development and adoption of social media and the Internet broadly, most work relating online and offline behavior is correlational (Jost et al., 2018). Because the outcomes of interest are protests, civic engagement, violence, or even revolutions, the level of experimental control necessary for causal claims is difficult to achieve. Research using quasiexperiments, qualitative data, and archival research are useful to understand these important phenomena. However, more work using experimental manipulations and interventions is needed to draw causal conclusions.

Although our article has focused largely on the drawbacks of social media, it is important to note that social media can also have positive societal impacts. The ability to communicate critical protest information rapidly and broadly using social media has been associated with increases in democratic action and protest behavior across the world (González-Bailón, Borge-Holthoefer, Rivero, & Moreno, 2011; Jost et al., 2018). The Arab Spring, for example, relied heavily on social media’s ability to rapidly coordinate protest information, call for aid, and amplify voices of dissent (Eltantawy & Wiest, 2011). Even adjusting for other factors such as age and sex, those who used social media were much more likely to attend the first day of protests than those who did not use social media (Tufekci & Wilson, 2012). Social media was also a source of information for the #MeToo and Black Lives Matter movements (Cox, 2017), and the subsequent Black Lives Matter protests in 2020 may have been the largest protests in U.S. history (Bolsover, 2020; Buchanan, Bui, & Patel, 2020). The impact of social media or other technologies likely hinges on the political context in which it exists. This is why we propose that social media is more of an accelerant for polarization, rather than its cause.

The Consequences of Social Media Activity Are Context Dependent

Social media’s effect on polarization may also be moderated by one’s offline social network. In Bosnia and Herzegovina, researchers randomly assigned participants to delete their Facebook accounts during genocide remembrance week (Asimovic et al., 2021). The effect of social media exposure on out-group ethnic regard depended on the diversity of participants’ offline social networks. After a week without social media, participants reported lower ethnic out-group regard than those who had not deactivated, but only if their offline social network was homogenous. This finding suggests that offline behavior may improve because of social media when the political and ethnic makeup of one’s online social networks are more diverse compared with their offline social networks.

Other research suggests that social media may have more beneficial outcomes in less established democracies, facilitating political protests and access to political news, but may have more harmful outcomes in more established democracies, such as the United States (Lorenz-Spreen, Oswald, Lewandowsky, & Hertwig, 2021). However, since most research on social media is conducted in the global North (Ghai, Magis-Weinberg, Stoilova, Livingston, & Orben, 2022), more research is needed on the causal effect of social media usage around the globe. This should be a priority for future work in this area.

Many factors also appear to moderate the relationship between social media use and real-world behavior. The 2021 insurrection highlights the importance of examining individual differences, since not every person who is exposed to or believes in particular online content participates in related offline behavior (Arceneaux et al., 2021). As mentioned above, polls suggest that approximately 15% of Americans (~30 million
people) believe in the core tenets of QAnon (Russonello, 2021). However, only several thousand people were present during the capitol insurrection on January 6 (Doig, 2021). Although belief in QAnon conspiracies is relatively common, behavioral action related to QAnon has thus far been rare. However, not everyone in a society needs to be radicalized to create a polarized society. For example, the most hostile individuals online also tend to be similarly hostile offline, but because social media affords them more visibility, they have disproportionate influence online and can create a hostile or polarized environment for many people (Bor & Petersen, 2021).

Practical Applications and Interventions

In addition to informing theoretical accounts of social media and polarization, the SPIR framework can be applied practically to design interventions to mitigate polarization on social media. For instance, some interventions can target Selection. While social media recommendation algorithms are thought to contribute to polarization by sorting people into networks of like-minded others (Santos, Lelkes, & Levin, 2021), changes can be made to discourage this type of sorting. In fact, new laws have been recently introduced in U.S. Congress, such as the Filter Bubble Transparency Act (2021), with the goal of making social media algorithms more transparent or giving people the choice to disable algorithmic social media feeds. Researchers should also examine the impact of simply disabling algorithms (e.g., Twitter provides this option, while Facebook does not).

Other interventions can alter the social media Platform Design to reduce the spread of polarizing, false, or hostile content. For instance, an intervention deployed by Twitter asking people to revise potentially offensive content before they posted it reduced the overall amount of offensive Twitter users posted by 6% (Katsaros, Yang, & Fratamico, 2021). Similar interventions have found that empathic appeals (Hangartner et al., 2021) or warnings about the consequences of hate speech (Yildirim, Nagler, Bonneau, & Tucker, 2021) can reduce hate speech on Twitter. Additionally, interventions that correct misperceptions about the opposing party (Ruggeri et al., 2021) or create a sense of shared identity (Levendusky, 2018) have been effective in reducing polarization and can potentially be integrated into the social media platform design.

Interventions can also target Incentives. Providing people with financial incentives to accurately identify true and false news can substantially reduce the partisan divide in belief in political news (Rathje, Van Bavel, & van der Linden, 2022). However, incentivizing people to think about whether news headlines will be liked by one’s in-group increases intentions to share politically congruent news—even if the news is false. These incentives do not necessarily need to be monetary. For instance, simply signaling that fellow in-group members find a post misleading can make people less likely to share it (Pretus et al., 2021). Thus, social media platforms might be able to shift incentive structures to decrease users’ motivations to post polarizing or misleading content that may receive high engagement online, and instead increase users’ motivations to post accurate content.

Additionally, interventions can target the incentive structures driving creators to post polarizing content. Some online content creators appear to have strong incentives to post false, polarizing, or conspiratorial content; for instance, prominent conspiracy theorist Alex Jones made more than 100 million dollars selling supplements to his followers (Dreisbach, 2021). More recently, many of the top shared
substack accounts were spreading anti-vax misinformation and profiting from doing so (Dwoskin, 2022). However, interventions can try to decrease incentives to post this kind of content. For instance, one field experiment found that sending state legislators letters warning them of the consequences of making false statements led these legislators to subsequently make fewer false statements (Nyhan & Reifler, 2015). Further, one case study looked at the deplatforming of three public figures involved in offensive speech (Alex Jones, Milo Yiannopoulos, and Owen Benjamin) and found that once the figures were deplatformed, they were discussed less on the platform and their supporters’ activity and post toxicity decreased (Jha, Boylston, Yang, & Bruckman, 2021). Content moderation can also be highly effective for reducing the spread of false news online (Papakyriakopoulos, Serrano, & Hegelich, 2020), and the risk of content moderation can potentially discourage creators from producing false or hateful content.

Finally, social media interventions need to take the Real-World Context into account. Interventions likely have different effects—there is no obvious “one size fits all” solution. For instance, anti-misinformation interventions “nudging” social media users to share more accurate content are less effective for right-wing audiences (Rathje, Roozenbeek, Steenbuch, Van Bavel, & van der Linden, 2022) or participants highly aligned with Trump (Pretus et al., 2021). As such, some interventions may be effective only for certain demographic groups. Interventions aimed at decreasing the spread of false and polarizing content online should be rigorously tested with diverse samples and need to consider the Real-World Context before being effectively applied at scale.

Conclusion

Our article summarizes a growing literature on the impact of social media on intergroup polarization. Unfortunately, more work needs to be done to fully understand the impact of social media on polarization, especially in cultural contexts outside of the United States. In addition to polarization—and related threats to democracy—we have urgent concerns about the role of social media in the spread of misinformation (Van Bavel, Harris, et al., 2021; van der Linden et al., 2021). Given these widespread negative consequences, the study of social media should constitute a “crisis discipline,” with a focus on providing actionable insight to policymakers and regulators for the stewardship of social systems (Bak-Coleman et al., 2021). Our SPIR framework, which highlights the role of Selection, Platform Design, Incentive Structures, and Real-World Context in polarization, can be used to inform both theoretical accounts of social media’s relationship to polarization and real-world solutions for reducing polarization on social media.
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