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To explore the emerging practice of automated journalism in China, this study examined 
readers’ expectations and actual perceptions of Chinese automated news through two 
experiments. Results showed that readers’ actual perceptions of human-written news did 
not meet their expectations, but readers’ actual perceptions of automated news exceeded 
expectations. When participants read both human-written and automated news, 
perceptions of human-written news were significantly higher for readability and expertise. 
When participants read either human-written or automated news, significant differences 
only existed for expertise. In both experiments, participants had similar expectations and 
perceptions of credibility between human-written and automated news. These results bear 
implications to the field in that the difference in credibility between automated and human-
written news was indiscernible. 
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The processes of media production and consumption have become automated and algorithmically 

dictated worldwide (Mager, 2012; Napoli, 2014). Major news organizations such as The Associated Press 
(United States), The Los Angeles Times (United States), Reuters (UK), and The Financial News (Korea) have 
adopted automation technology to produce news stories. In 2015, Tencent, one of the largest Chinese 
Internet companies, published the first piece of Chinese automated news written by an algorithm named 
Dreamwriter (Jung, Song, Kim, Im, & Oh, 2017). Although the original intention of automation was to free 
up human journalists from routine work by assisting journalists in analyzing a large amount of data (Graefe, 
2016; Thurman, Dörr, & Kunert, 2017; Waddell, 2018), the readability, expertise, and credibility of 
automated news could be obstacles to its development because of the working principles of this new 
technological affordance. Compared with human-written news, algorithms have limitations in commentary, 
opinion, and investigative reports because automated news is currently restricted to repetitive and 
standardized narratives (Lokot & Diakopoulos, 2016). 

 
Many scholars have articulated their concerns about the limitations of automated journalism and 

conducted empirical studies on the perceived quality of automated news in Western countries (e.g., Carlson, 
2017; Clerwall, 2014; Waddell, 2018, 2019). Few studies, however, have examined readers’ perceptions of 
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automated news written in Chinese. It is essential to study automated journalism in the context of China 
for several reasons. First, automated journalism is increasingly popular in China. During the 2016 Olympics, 
Toutiao.com, an online news portal in China, published more than 450 automated sports news stories that 
were read by nearly one million readers (Yin, 2017). During the 2018 FIFA World Cup, an artificial 
intelligence (AI) product named MAGIC developed by the Xinhua News Agency generated 37,581 pieces of 
automated news content and obtained approximately 120 million online page views (Fu, Shang, & Zhang, 
2019). As of 2019, at least nine Chinese institutions (Tencent, Alibaba, Baidu, Xinhua News Agency, 
Southern Metropolis Daily, Toutiao.com, China Business Network, People’s Daily, and China Science Daily) 
have developed journalism-oriented automation products, with the number continuing to rise. Second, China 
has become the largest Internet market in the world since 2008 (CIA, 2016). Even so, the Chinese Internet 
market remains underexplored and, to some extent, has been isolated from the global news market (Chyi, 
Lee, Tennant, 2019). Third, Chinese is the most spoken language in the world (Noack & Gamio, 2015). 
Although earlier studies have examined how journalists and news consumers perceive the quality of 
automated journalism written in English (Clerwall, 2014), German (Haim & Graefe, 2017; Graefe, Haim, 
Haarmann, & Brosius, 2018), and Dutch (Van der Kaa & Krahmer, 2014), few experimental studies have 
examined readers’ responses to automated journalism written in Chinese language. 

 
One pioneering work on Chinese automated news suggested people took cultural backgrounds into 

consideration when consuming automated content (Zheng, Zhong, & Yang, 2018). This comparative study 
tested how algorithms authorship cues affect Chinese and American news audiences’ perceptions of 
automated news by manipulating the source (human or algorithms) of the content (Zheng et al., 2018). In 
the real world, however, the content generated by algorithms and written by human journalists is distinct 
in many aspects. Scholars suggested that studies that focused exclusively on the effects of source attribution 
may yield different results from studies that examined actual content produced by machines as opposed to 
humans (Graefe et al., 2018; Waddle, 2018). With that said, using stimuli generated by two entities is of 
importance. Therefore, this study explored the following overarching questions by using real stories either 
written by human journalists or by algorithms: What are Chinese readers’ prior expectations and actual 
perceptions of automated journalism? Do they perceive automated news as readable, professional, or 
credible as human-written news? 

 
Drawing on expectation-confirmation theory (ECT), the present study seeks to analyze readers’ 

expectations and actual perceptions of automated news. Previous studies have shown that the perceived 
quality of human-written and automated news was significantly different when using within-subjects 
design, but not significantly different when using a between-subject design (Haim & Graefe, 2017). To 
ensure this cognitive perception process to be less affected by the study design, two experimental studies 
(Study 1: n = 125; Study 2: n = 308) were conducted to investigate the difference between the 
perceptions of automated and human-written news. Participants in Study 1 were randomly assigned to 
read either human-written or automated news. Participants in Study 2 were asked to read both human-
written and automated news. 
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Literature Review 
 

Automated Journalism 
 
In recent years, algorithms have been reshaping the media sphere (Napoli, 2014; Thurman, 2011) 

and becoming a trending subject among journalism and communication researchers (Do ̈rr, 2016). 
Automated journalism refers to a new format of news production that uses algorithms to automatically 
generate news content with little human intervention (Carlson, 2015; Haim & Graefe, 2017; LeCompte, 
2015; Napoli, 2014; Zheng et al., 2018). Automated news or machine-written news is defined as the 
journalistic content created by algorithms (Thurman, Dörr, & Kunert, 2017; Waddell, 2019). An algorithm 
is a sequence of instructions designed by humans to tell a computer what to do (Domingos, 2015). 
Algorithms can create personalized content in multiple languages from different journalistic perspectives 
(Jung et al., 2017). When clean and structured data are available, algorithms can produce content more 
quickly and with potentially fewer errors than human journalists can (Graefe, 2016). This study avoided 
popular but misleading conceptualizations like “robot journalists” (Lokot & Diakopoulos, 2016) to refrain 
from calling attention to misleading depiction of automated journalism. In this work, the conceptual 
definition of Chinese automated news is news written in Chinese and generated by algorithms. 

 
Algorithms have reshaped media production process by optimizing news content (Hagar & 

Diakopoulos, 2019). Early solutions for generating automated news were built on simple source codes designed 
to fill in the blanks of prewritten templates by pulling data from databases. With an increasing demand for 
automated content, news organizations have started using more sophisticated technologies to generate more 
readable material (Graefe, 2016). Likewise, Chinese automated journalism is no longer restricted to text, and 
in recent years has been expanding to encompass autogenerated audio and video, using cutting-edge 
algorithms like natural language generation technology, paraphrase generation, and text summarization. 

 
Earlier studies related to the field of computational linguistics showed that even though the deep 

linguistic processing for Mandarin Chinese has been initialized in the past few years, the performance of this 
new technology on Chinese language is still far from satisfactory because of the challenges associated with 
in Chinese deep parsing (Sun, Chen, Wan & Liu, 2019). Given that developers are unlikely to fully disclose 
their algorithms, Diakopoulos (2015) proposed a promising but complicated approach called reverse 
engineering, which aims at decoding algorithms’ sets of rules by assessing the outcome. An alternative way 
for social scientists is to examine audiences’ receptivity to this new technological affordance to test the 
quality of automated news (Sundar, Waddell, & Jung, 2016). Adding to the literature, this work aims to 
examine Chinese readers’ expectations and the perceived quality of automated news. 

 
Expectation-Confirmation Theory 

 
ECT is a cognitive theory that provides a theoretical framework to examine consumer satisfaction, 

postpurchase behavior, and the adoption of new technologies (Bhattacherjee, 2001; Lin, Wu & Tsai, 2005). 
The theory was originally applied to marketing research by comparing the difference between 
preconsumption expectations and product performances (Oliver, 1980, 1993). Oliver and DeSarbo (1988) 
described ECT as the process in which consumers reached repurchase intentions. ECT posits that 
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disconfirmation between expectations and perceived perceptions has the most immediate influence on 
satisfaction (Oliver, 1993). If the actual perception confirms or exceeds the expectation, consumers are 
likelier to be satisfied and thus likelier to repurchase a product. Therefore, ECT assumes that satisfied 
consumers are likelier to repurchase the product than dissatisfied users (Haim & Graefe, 2017). There are 
two main attributes in this expectation-confirmation link, which are prior expectation and actual perception 
(or the perceived performance). Prior expectation is consumers’ anticipation toward the product before 
purchase or usage behavior, which usually derives from personal needs, advertisements, or chatter (Oliver, 
2015). Actual perception refers to consumers’ evaluation of the product from their actual use experience. 

 
ECT originally built on theories of attitude evaluation and cognitive dissonance (Festinger, 1957; 

Heider, 1946; Newcomb, 1959), and was later adopted for research in other social science fields. For news 
consumption literature, researchers defined reader perceptions as the evaluation of news stories (Sundar, 
1999). As is true for other consumer purchase behaviors, news consumers also accept or reject the news 
information because of perceived news quality (Chung, 2017; Slater & Rouner, 1996). If readers’ expectations 
of automated news are not met, negative expectancy violations can occur and undermine readers’ news 
perceptions (Burgoon, 2015; Waddell, 2018). It is noteworthy that not all readers hold the same expectations 
of automated content, as previous studies reveal that recall of automation entities from past media use 
experience can significantly shape audiences’ perceptions of automated news (Sundar et al., 2016). 

 
Haim and Graefe (2017) first transferred ECT to the context of automated news in a study exploring 

the difference between people’s prior expectations and actual perceptions of automated news and human-
written news by conducting two experiments. Both within-subject and between-subject experiments showed 
that participants had higher expectations of human-written news compared with automated news about the 
articles’ journalistic quality and readability, which confirmed Van der Kaa and Krahmer’s (2014) finding that 
participants were positively surprised by the high quality of automated news. Following previous studies, 
this work adopted ECT to study readers’ expectations and actual perceptions of Chinese automated news 
and sought to examine the following research question: 

 
RQ: What is the difference between Chinese readers’ perceptions of automated news and those of 

human-written news? 
 
ECT expects that when people are positively surprised by an article’s quality, they will assign higher 

quality ratings; when people are negatively surprised by an article’s quality, they will assign lower quality 
ratings. Haim and Graefe (2017) argued that a news consumer’s expectation toward an automated article 
was low for a lack of knowledge about the underlying technology. Because of the results of previous studies, 
this study predicted that the same pattern would be evident in the Chinese context, hypothesizing that: 

 
H1: Chinese readers’ prior expectations of human-written news are higher than those for automated 

journalism. 
 

H2a: For Chinese human-written news, readers’ actual perceptions are lower than their prior expectations. 
 

H2b: For Chinese automated news, readers’ actual perceptions are higher than their prior expectations. 
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Readability, Expertise, and Credibility 
 
Previous studies have concentrated on quality assessments of automated journalism (Wölker & 

Powell, 2018). Some work used perceived news quality as a broad measurement (Jung et al., 2017; Zheng 
et al., 2018). Some studies examined more specific measurements such as the credibility of automated 
news by adapting the approach taken in Sundar’s (1999) research into automated journalism research (e.g., 
Clerwall, 2014; Haim & Graefe, 2017). Others also adopt journalistic expertise and readability of automated 
news as measurements (Graefe et al., 2018; Van der Kaa & Krahmer, 2014). 

 
Readability is a linguistic measure referring to the ease with which one can read content, which relies 

largely on the author’s ability to simplify words, grammar, and sentences (Dubay, 2004; Fountas & Pinnell, 
1999; Meyer, 2004). Human journalists often try to enhance the readability of news texts either by reducing 
vocabulary and grammatical burden (Dalecki, Lasorsa, & Lewis, 2009) or by building intrigue into a story. 
Journalistic expertise includes knowledge, experience, and competence (Van der Kaa & Krahmer, 2014). Graefe 
et al. (2018) did an exploratory factor analysis, which found that journalistic expertise includes measures of 
whether content is coherent, concise, comprehensive, and descriptive. The definition of credibility dates to the 
post–World War II era (Hovland, Janis, & Kelley, 1953). Credibility has been defined as perceptions of the 
receivers (Metzger, Flanagin, Eyal, Lemus, & McCann, 2003), including multiple factors such as 
trustworthiness, expertise (Chung, Nam, & Stefanone, 2012), and objectivity of the story (Sundar, 1999). 

 
Previous studies on automated journalism have examined all three central tenets (readability, 

expertise, and credibility) in determining overall news quality. So far, the majority of related research 
demonstrated that participants expected more from human-written news in terms of readability (Haim & 
Graefe, 2017) and preferred human-written news for readability (Graefe et al., 2018; Haim & Graefe, 2017; 
Van der Kaa & Krahmer, 2014). Therefore, this study hypothesized that: 

 
H3a: In terms of Chinese readers’ actual perceptions, the readability of human-written news is higher 

than the readability of automated news. 
 
Evidence is unclear as to whether the expertise of automated news is higher or lower compared 

with human-written news. Van der Kaa and Krahmer (2014) analyzed how journalists and news consumers 
perceived the expertise of news articles if they were ignorant of the article’s source. The results of this study 
indicated that news consumers’ ratings of expertise did not differ between human-written and automated 
news (Van der Kaa & Krahmer, 2014). Graefe et al. (2018) randomly assigned 986 participants to one of 
four conditions, in which they received either a human-written or an automated article with either correctly 
or wrongly declared authorship. Graefe et al., (2018) found that differences in perceptions of expertise 
tended to be small. This study predicted that readers would perceive the expertise of human-written news 
as higher than for automated news, proposing the following hypothesis. 

 
H3b: In terms of Chinese readers’ actual perceptions, the expertise of human-written news is higher 

than the expertise of automated news. 
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In terms of credibility, previous studies have produced mixed results about whether human-written 
or automated news was rated as more credible. Some studies revealed that stories written by humans were 
judged as more credible than automated news because writing news is still perceived as a human job 
(Waddell, 2018), whereas others found automated news was rated slightly more credible when participants 
read both types of news (Clerwall, 2014; Haim & Graefe, 2017). Overall, even among studies that showed 
automated news are more credible, the differences between the perceived credibility of the two types of 
news tend to be small (Graefe et al., 2018; Van der Kaa & Krahmer, 2014). Hereby, this study predicted 
that the credibility of Chinese automated news would be perceived as inferior to human-written news. 

 
H3c: In terms of Chinese readers’ actual perceptions, the credibility of human-written news is higher 

than the credibility of automated news. 
 
Previous studies suggested different study designs might yield different results. Therefore, this 

study conducted both within-subject and between-subject design studies to test whether the mode of the 
experiment will affect results. 

 
Study 1: Method 

 
A 2 (article source: human-written or automated news) x 4 (topic: civic news, sports news, financial 

reports, conference news) mixed-design experiment was conducted in February of 2019. The article source 
was a between-subject variable, and the topic was a within-subject variable. Chinese participants (N = 125) 
were randomly assigned to read either human-written (n = 62) or automated news (n = 63), and each 
participant read one story on each of the four topics without being informed of the actual source (human or 
algorithms). The order of the stories was randomized. Differences between topics were not predicted, but 
four topics were used to test the robustness of the effects. The experiment was embedded in an online 
survey on Qualtrics. Participants spent an average of 17.23 minutes to complete the experiment. 

 
Participants 

 
A convenience sample of 173 Chinese-speaking participants was recruited through invitations on 

Chinese online social media platforms including Wechat, Weibo, and Zhihu. After excluding subjects younger 
than 18 (n = 1), repeated IP addresses (n = 6), and incomplete answers (n = 41), the data set included 125 
subjects. Each participant was paid $0.25. The average age of participants was 23.94 years old (SD = 3.02, 
Median = 24). More than half (57.9%) of the participants were female, and 42.1% were male. Participants 
received 16.73 years of education on average (SD = 1.92, Median = 16). More than one-third (33.3%) of the 
participants self-reported that they had read Chinese automated news before the experiment. 

 
Stimuli 

 
Four sets of news articles were selected as the stimuli of the experiment. Each set has two articles 

of similar lengths and themes, one written by human reporters and the other by algorithms. The researcher 
first identified 64 pieces of Chinese automated news stories published in 2018 and matched them with 
human-written news published in the same year that had the most similar topics and length. Finally, four 
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automated articles with four relatively comparable human-written stories were selected as the stimuli. The 
final stimuli consisted of four most popular automated news genres in China: sports news, civic news, 
finance news, and conference news. The sports set included NBA and Inter Milan. The civic news set included 
two pieces of news covering the Chinese Spring Festival travel rush. The finance news set consisted of two 
financial reports about local companies. The set of conference news contained news coverage of the 
highlights of a conference or a talk. It is worth noting that four machine-written stimuli were all fully auto-
generated by algorithms. These automated articles explicitly indicated that the author of the news was an 
algorithm. For instance, the byline of one article reads: “this content is automatically generated by an AI 
named Xiaonan developed by Southern Metropolis Daily Media Lab.” 

 
To test whether there was a difference between the characteristics of selected human-written 

stimuli and automated stimuli, this study used nonparametric Mann-Whitney U test (M-WU) to compare 
words counts of two types of news, because the word counts data were not normally distributed. Results 
show no significant difference in words counts (U = 6.50, p = .66). Therefore, the stimuli were comparable 
and would not affect the validity of the experiment. The stimuli were randomly presented to participants to 
avoid the ordering effect. 

 
Table 1. Feature Analysis of Stimuli in Study 1 and Study 2. 

No. Genre Source Published by Words 

1 Civic news Human Sanxiang City News 262 
2 Civic news Algorithms Southern Metropolis Daily Media Lab AI 262 
3 Sports news Human iFeng.com 894 
4 Sports news Algorithms Toutiao.com Xiaomingbot 581 
5 Finance news Human iFeng.com 402 
6 Finance news Algorithms Southern Metropolis Daily Media Lab AI 334 
7 Conference news Human World Wide Web 670 
8 Conference news Algorithm Tencent AI Dreamwriter 874 

 
Measurements 

 
To operationalize prior expectations and actual perceptions, nine descriptors were adapted from 

Haim and Graefe’s (2017) and Clerwall’s (2014) descriptors because these have been previously tested in 
several automated news studies (e.g., Wölker, & Powell, 2018) and translated into Chinese language. By 
taking the characteristics of Chinese language into account, the descriptors this study chose were coherent, 
clear, pleasant to read, well written, descriptive, informative, objective, accurate, and trustworthy. 
Participants rated each descriptor on a 7-point scale with a larger number, meaning the descriptor was more 
accurate. The measure and scale of prior expectations and actual perceptions were purposely designed to 
be the same to test whether they were confirmed or not. Prior expectations were measured before 
participants read an article, and actual perceptions were measured after the experimental manipulation was 
administered. Descriptors were randomized to reduce the priming effect. To test whether these descriptors 
work well in the Chinese language, a pretest (N = 60) was conducted to test the suitability of the descriptors. 
Principal component analysis (PCA) with Varimax with a Kaiser normalization rotation method showed that 
nine descriptors were positively correlated and could be reduced into three main components. The Kaiser-
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Meyer-Olkin value (KMO) value is .84, and the Bartlett’s test was significant (p < .001), which proved the 
descriptors can be used in this study. 

 
Another PCA was used to process the actual data from Study 1. Nine descriptors were highly 

correlated and could also be reduced to three measurements, namely readability, expertise, and credibility. 
The KMO value is .90, and the Bartlett’s test was significant (p < .001). Each factor loading was greater 
than 0.59, and the cumulative variance contribution rate was 80.66%. In summary, the operational 
definition of readability (Cronbach’s α = .87, M = 5.08, SD = 3.61) consisted of three items: coherent, clear, 
and pleasant to read. The operational definition of expertise (Cronbach’s α = .83, M = 4.81, SD = 3.49) 
included three items: well written, descriptive, and informative. The operational definition of credibility 
(Cronbach’s α = .90, M = 5.30, SD = 3.29) consisted of three items: objective, accurate, and trustworthy. 

 
Study 1: Results 

 
An Analysis of Variance (ANOVA) were used to test H1. H1 predicted that readers’ prior expectations 

of human-written news were higher than automated news, which was partially supported. In terms of 
readability, participants’ prior expectations of human-written news (M = 5.75, SD = .97) were significantly 
higher than automated news (M = 4.80, SD = 1.10), F (1, 249) = 51.52, p < .001. In terms of expertise, 
expectations of human-written news (M = 5.50, SD = 1.14) were significantly higher than automated news (M 
= 4.73, SD = 1.08), F (1, 249) = 37.41, p < .001. In terms of credibility, expectations of human-written news 
(M = 4.92, SD = 1.15) were lower than automated news (M = 5.12, SD = 1.18), but the difference was not 
statistically significant, F (1, 249) = 1.88, p = .17. Therefore, H1 was partially supported. 

 
A one-way repeated measures ANOVA was used to test H2. H2a predicted that for human-written 

news, readers’ actual perceptions were lower than their prior expectations, which was partially supported. 
In terms of readability, readers’ perceptions of human-written news (M = 5.07, SD = 1.16) were significantly 
lower than their expectations (M = 5.75, SD = .97), F (1, 246) = 31.31, p < .001. In terms of expertise, 
readers’ perceptions of human-written news (M = 4.88, SD = 1.41) were significantly lower than their 
expectations (M = 5.50, SD = .90), F (1, 246) = 31.44, p < .001. In terms of credibility, however, readers’ 
perceptions (M = 5.23, SD = 1.56) were significantly higher than their expectations (M = 4.92, SD = 1.15), 
F(1, 246) = 6.21, p = .01. 

 
H2b predicted that for automated news, readers’ actual perceptions were higher than their prior 

expectations, which was partially supported. In terms of readability, for automated news, readers’ 
perceptions (M = 5.03, SD = 1.25) were higher than their expectations (M = 4.81, SD = 1.10), but not 
significant, F(1, 248) = 2.85, p = .09. In terms of expertise, readers’ perceptions of automated news (M = 
4.73, SD = 1.18) were the same as their expectations (M = 4.73, SD = 1.08), F(1, 248) = .01, p = .92. In 
terms of credibility, readers’ perceptions (M = 5.36, SD = 1.04) were significantly higher than their 
expectations (M = 5.13, SD = 1.18), F(1, 248) = 3.74, p = .05. 

 
H3 predicted that in terms of Chinese readers’ actual perceptions, the (a) readability, (b) expertise, 

and (c) credibility of human-written news would be higher than the (a) readability, (b) expertise, and (c) 
credibility of automated news. Multivariate analysis of variance (MANOVA) was used to test H3. The analysis 
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showed no significant main effect for the source of news articles (human or algorithms) on the perceived 
readability, F(4, 120) = 1.91, p = .11, Wilk’s Λ = .94, partial η2= .06. No significant main effect was observed 
on the perceived news credibility, F(4, 120) = 2.00, p = .10, Wilk’s Λ = .94, partial η2 = .06. Therefore, 
H3a and H3c were not supported. However, the analysis revealed a significant main effect for the source of 
news articles on the perceived news expertise, F(4, 120) = 5.18, p < .001, Wilk’s Λ = .85, partial η2= .15. 
Specifically, in Story Set 2 (civic news) and Story Set 3 (finance news), the perceived expertise of automated 
news was significantly lower than that of human-written news, Story Set 2: F(1, 123) = 4.02, p = .047, 
partial η2 = .03, Story Set 3: F(1, 123) = 8.49, p = .004, partial η2 = .07. In Story Set 4 (conference news), 
the perceived expertise of automated news was significantly higher than the expertise of human-written 
news, F(1, 123) = 4.82, p = .03, partial η2 = .04. No significant difference was observed in Story Set 1 
(sports news), F(1, 123) = .21, p = .65, partial η2 = .002. Therefore, H3b was partially supported. In sum, 
no significant differences of readers’ actual perception were observed between human-written and 
automated news in terms of readability and credibility. There existed a significant difference of readers’ 
actual perceptions between human-written and automated news in terms of expertise; however, the 
direction of the difference depended on the topic of the story, as shown in Table 2. 

 
Table 2. The Mean (SE) Difference between Actual Perceptions of Automated and Human-

written News in Study 1 (7-point Scale). 

 

Readability Expertise Credibility 

Human Automation Human Automation Human Automation 

Sports 4.89 (.15) 5.18 (.15) 4.94 (.15) 4.84 (.15) 5.42 (.14) 5.70 (.14) 
Civic 5.14 (.15) 5.06 (.15) 4.76* (.14) 4.37* (.14) 5.30 (.13) 5.29 (.13) 
Finance 5.03 (.15) 4.74 (.15) 5.17** (.15) 4.57** (.14) 5.33 (.14) 5.25 (.13) 
Conference 5.23 (.15) 5.13 (.15) 4.67* (.15) 5.13* (.15) 4.88 (.14) 5.20 (.14) 
* p < .05. ** p < .01. *** p < .001. 

 
Study 1 examined whether readers’ prior expectations and actual perceptions of automated 

journalism differed from human-written news when they saw only one type of article (human-written or 
automated news). To sum up, as shown in Figure 1, after reading the article, for human-written news, in 
terms of readability and expertise, readers’ perceptions were significantly lower than their expectations. For 
automated news, readers’ perceptions were higher than their expectations, but only significantly higher in 
terms of credibility. In terms of expertise, a significant difference was observed between actual perceptions 
of human-written news and automated news. 
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Figure 1. Readers’ prior expectations and actual perceptions in study 1 (7-point scale). 

 
Study 2: Method 

 
A 2 (article source: human-written or automated news) x 4 (topic: civic news, sports news, financial 

reports, conference news) within-subjects design experiment was conducted in April of 2018. Chinese 
participants (N = 308) were asked to read eight articles from four genres without being informed of the 
actual authorship. Study 2 used the same stimuli as Study 1. The order of the stories was randomized. The 
experiment was embedded in a Chinese online survey platform named wjx.cn. Participants spent an average 
of 11.27 minutes to complete the experiment. 

 
Participants 

 
A convenience sample of 313 Chinese-speaking participants was recruited through the same social 

media platforms used in Study 1. After excluding subjects younger than 18 (n = 5), the data set included 308 
subjects. The average age of participants was 23.66 years old (SD = 3.99, Median = 23). More than half 
(66.9%) of participants were female, and 33.1% were male. Before the experiment, 38.6% of participants had 
previously read Chinese automated journalism. Participants were entered in a drawing for gift cards provided 
by the survey platform. More than half (50.9%) of participants had master’s degrees and above, and 44.5% 
participants had received either bachelor’s degrees or associate degrees, and 4.6% participants were high 
school graduates. Before the experiment, 38.3% of participants had read Chinese automated journalism. 

 
Measurements 

 
Participants in Study 2 were required to answer their prior expectations and actual perceptions 

through a 5-point scale. The measurements were the same as were used in Study 1. Many responses 
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indicated that a descriptor was more accurate. As in study 1, a PCA indicated the same three factors. These 
three factors were averaged into indices. Readability (Cronbach’s α = .86, M = 3.63, SD = 2.24) consisted 
of three items: coherent, clear, and pleasant to read. Expertise (Cronbach’s α = .80, M = 3.48, SD = 2.21) 
consisted of three items: well-written, descriptive, and informative. Credibility (Cronbach’s α = .87, M = 
3.61, SD = 2.14) consisted of three items: objective, accurate, and trustworthy. The KMO value was .89, 
and the Bartlett’s test was significant (p < .001). Each factor loading was greater than .55, and the 
cumulative variance contribution rate was 78.07%. 

 
Manipulation Check 

 
To ensure the success of the experimental design, after reading each news article, a manipulation 

check question was asked to determine whether participants could discern whether the article they had just 
read was written by a human or an algorithm. A paired sample t-test showed that the manipulation check 
resulted in a significant difference between the two conditions (human or algorithms), t(307) = 3.71, p < .001, 
which suggested that the manipulation was a success. 

 
Study 2: Results 

 
An Analyses of variance (ANOVA) was used to test H1. H1 predicted that readers’ expectations of 

human-written news were higher than automated news. In terms of readability, participants’ expectations 
of human-written news (M = 4.02, SD = .67) were significantly higher than automated news (M = 3.32, SD 
= .66), F(1, 615) = 164.18, p < .001. In terms of expertise, participants’ expectations of human-written 
news (M = 3.85, SD = .65) were significantly higher than automated news (M = 3.19, SD = .70), F(1, 615) 
= 147.06, p < .001. In terms of credibility, participants’ expectations of human-written news (M = 3.46, 
SD = .72) were lower than automated news (M = 3.49, SD = .80), but the difference was not statistically 
significant, F(1, 615) = .14, p = .71. Therefore, H1 was partially supported, and the results yielded the 
same pattern as in Study 1. 

 
A one-way repeated measures ANOVA was used to test H2. H2a predicted that for human-written 

news, readers’ actual perceptions were lower than their prior expectations. In terms of readability, for human-
written news, readers’ perceptions (M = 3.82, SD = .66) were significantly lower than their expectations (M = 
4.02, SD = .67), F(1, 614) = 15.94, p < .001. In terms of expertise, readers’ perceptions (M = 3.64, SD = 
.65) were significantly lower than their expectations (M = 3.85, SD = .65), F(1, 614) = 20.80, p < .001. In 
terms of credibility, however, readers’ perceptions (M = 3.74, SD = .65) were significantly higher than their 
expectations (M = 3.46, SD = .72), F(1, 614) = 31.02, p < .001. Therefore, H2a was partially supported. 
These results were also the same as Study 1. 

 
H2b predicted that for automated news, readers’ actual perceptions were higher than their prior 

expectations. In terms of readability, for automated news, readers’ actual perceptions (M = 3.40, SD = .77) 
were higher than their prior expectations (M = 3.32, SD = .66), but not significant, F(1, 614) = 2.60, p = 
.11. In terms of expertise, readers’ perceptions (M = 3.31, SD = .77) were significantly higher than their 
expectations (M = 3.19, SD = .70), F(1, 614) = 5.63, p = .01. In terms of credibility, readers’ perceptions 
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(M = 3.56, SD = .74) were higher than their expectations but not statistically significant (M = 3.49, SD = 
.80), F(1, 614) = 1.87, p = .17. Therefore, H2b was partially supported. 

 
Multivariate analysis of variance (MANOVA) was used to test H3. The analysis revealed a significant 

main effect for the source of news articles (human or algorithm) on the perceived news readability, F(4, 
611) = 35.74, p < .001, Wilk's Λ= .81, partial η2 = .19. Specifically, in each set, the readability of automated 
news was significantly inferior to the readability of human-written news, Story Set 1: F(1, 614) = 27.37, p 
< .001, partial η2 = .04; Story Set 2: F(1, 614) = 83.53, p < .001, partial η2 = .12; Story Set 3: F(1, 614) 
= 108.24, p < .001, partial η2 = .15; Story Set 4: F(1, 614) = 22.24, p < .001, partial η2 = .04. H3a was 
fully supported. The analysis also yielded a significant main effect for the source of news articles on the 
perceived news expertise, F(4, 611) = 50.63, p < .001, Wilk's Λ = .75, partial η2 = .25, but not every story 
set had a significant difference between human-written news and automated news. In Story Set 1 (sports 
news), Story Set 2 (civic news), and Story Set 3 (finance news), the expertise of automated news was 
significantly inferior to the expertise of human-written news, Story Set 1: F(1, 614) = 31.27, p < .001, 
partial η2 = .05; Story Set 2: F(1, 614) = 124.40, p < .001, partial η2 = .17; Story Set 3: F(1, 614) = 64.61, 
p < .001, partial η2 = .10. For Story Set 4 (conference news), however, the expertise of automated news 
was higher than the expertise of human-written news, but not significantly, F(1, 614) = .05, p = .83, η2 = 
.00. Therefore, H3b was partially supported. For H3c, a significant main effect for the source of news articles 
on the perceived news credibility was observed, F(4, 611) = 65.67, p < .001, Wilk’s Λ = .70, partial η2 = 
.30, but not every story set revealed the same direction as hypothesized, as shown in Table 3. Only in Story 
Set 2 (civic news), the credibility of automated news was significantly lower than the credibility of human-
written news, F(1, 614) = 192.92, p < .001, partial η2 = .24, as hypothesized. Therefore, H3c was not 
supported. 

 
Table 3. The Mean (SE) Difference between Actual Perceptions of Automated and Human-

written News in Study 2 (5-point Scale). 

 

Readability Expertise Credibility 

Human Automation Human Automation Human Automation 
Sports 3.91*** ( .04) 3.62*** ( .04) 3.82*** ( .04) 3.54*** ( .04) 3.70 ( .04) 3.74 ( .04) 
Civic 3.76*** ( .04) 3.22*** ( .04) 3.39*** ( .04) 2.75*** ( .04) 3.97*** ( .04) 3.17*** ( .04) 
Finance 3.89*** ( .04) 3.31*** ( .04) 3.82*** ( .04) 3.41*** ( .04) 3.72 ( .04) 3.69 ( .04) 
Conference 3.74*** ( .04) 3.47*** ( .04) 3.52 ( .04) 3.53 ( .04) 3.57 ( .04) 3.65 ( .04) 
* p < .05. ** p < .01. *** p < .001. 

 
As shown in Figure 2, results in Study 2 showed that readers’ actual perceptions of human-written 

news were significantly lower than their expectations in readability and expertise, but significantly higher in 
credibility. Readers’ actual perceptions of automated news significantly exceeded their expectations in 
expertise. For both civic and financial news, actual perceptions of human-written news were superior to 
automated news in terms of readability, expertise and credibility. 
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Figure 2. Readers’ prior expectations and actual perceptions in study 2 (5-point scale). 

 
Discussion 

 
The current study broadened the geographical range of research on automated journalism through 

examining readers’ prior expectations and actual perceptions of automated news written in Chinese. News is 
a cultural product restricted not only by language but also by cultural boundaries (Chyi et al., 2019). Chinese 
automated journalism is a cutting-edge technology born in this market. Previous studies suggested cultural 
background matters when Chinese users and American users perceived the content purportedly written by or 
humans or algorithms (Zheng et al., 2018). However, earlier studies have not fully examined the perceived 
quality of automated news written in different languages. For instance, Zheng et al. (2018) used the same 
content and manipulated the byline in two conditions (human or algorithm). Their study was not capable of 
mirroring the true quality of Chinese automated news because stimuli used by them were originally generated 
by English algorithm providers and then were translated into Chinese. Similarly, Clerwall’s (2014) study asked 
Swedish undergraduate students to read stories written in English with the topic of American football, which 
was not representative of native English news consumers. Adding to these literatures, the present study 
examined how Chinese users perceive content generated by local algorithm providers. 

 
Results showed that when participants read both human-written and automated news, actual 

perceptions of human-written news were significantly higher than automated news in terms of readability and 
expertise. When participants read either human-written news or automated news, significant difference existed 
only in expertise. No significant difference in credibility was observed in either study. These findings were 
consistent with several previous studies. For instance, participants favored human-written news in terms of 
readability (Clerwall, 2014; Haim & Graefe, 2017), and perceived the credibility and trustworthiness of human-
written and automated news equally (Graefe et al., 2018; Van der Kaa & Krahmer, 2014; Zheng et al., 2018). 
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Another major finding is that for human-written news, the perceived readability and expertise were 
significantly lower than expectations in both studies whereas the perceived credibility was significantly 
higher than expected in Study 1. In other words, human-written news was always overrated in the prior 
expectations of readability and expertise but was underrated in terms of credibility. For automated news, 
readers’ actual perceptions were higher overall than their prior expectations but only significant in the 
credibility measure in Study 1 and expertise measure in Study 2. This current study demonstrated human-
written news did not meet people’s expectations, which is consistent with Haim and Graefe’s (2017) study. 
On the contrary, the finding of this study confirmed that readers’ perceptions of automated news were 
higher than their expectations, at least in certain measures; whereas, Haim and Graefe (2017) found that 
automated news did not meet up with people’s expectations. The difference could possibly be explained by 
the distinct cultural contexts. Haim and Graefe (2017) conducted this study in Germany. Past work found 
that German participants perceived sociable robots less likable, trustworthy, and satisfactory than Chinese 
participants (Li, Patrick Rau, & Li, 2010). Aside from this, past media use and experience could affect and 
shape audiences’ perceptions of automation technology (Sundar et al., 2016). The present work reported 
the percentages of participants who had read automated news before the experiment (33.3% in Study 1 
and 38.3% in Study 2). Haim and Graefe’s (2017) work did not report that information so no comparison 
can be made in terms of past experience. Future studies can reference past media use as a supplemental 
measure to examine ECT or other theories such as the expectancy violation theory (e.g., Burgoon, 2015). 

 
Another contribution of this study is that comparisons of actual perceptions were made across 

different news genres. When participants read either human-written news or automated news, a significant 
difference only existed in the perceived expertise. The direction of the difference, however, depended on the 
topic of the story. The expertise of human-written news was significantly higher in the realm of civic news and 
financial news and was lower in conference stories. No significant difference was observed in the area of sports 
news. When participants read both human-written and automated news, actual perceptions of human-written 
news were significantly higher than automated news in terms of readability (in every topic) and expertise 
(except for conference stories). In both studies, the expertise of human-written civic news and finance news 
were rated significantly higher than that of automated news. A possible explanation might be that readers 
require more professional knowledge when reading financial and civic-related news. There are usually many 
statistical numbers in the financial or civic news. Readers might expect the author to establish causality or 
explain the underlying reasons behind those numbers, rather than just citing or extracting numbers from data 
sets. Human authors usually explicate numbers, whereas algorithms tend to pile on numbers without 
explaining because of the limitations of their working principles. Sports articles were rated similarly in terms 
of readability and expertise when participants read only one type of news. However, when participants read 
both types of stories, the perceived readability and expertise of human-written sports news were both rated 
significantly higher than automated news. Although the results might be affected by study design, it is 
noteworthy that algorithm providers in China have achieved a breakthrough to make automated sports news 
more diverse and livelier. In China, automated journalism in sports is no longer restricted to prewritten 
templates. Instead, more advanced natural language generation technologies or facial recognition technologies 
are applied to sports coverage. For instance, the Xinhua News Agency used algorithms to capture the 
exaggerated facial expressions of football coaches, and then auto-generated sports news videos during the 
2018 FIFA World Cup (Jia, 2018). Therefore, it is not surprising if the differences between human-written news 
and automated sports news are not as obvious as in civic and finance news. 
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Cultural Context of Chinese Automated Journalism 
 
Chinese automated journalism started relatively late (in 2015) but has developed rapidly because of 

the enormous market. Three years after Tencent published its first piece of Chinese automated news, the 
algorithm of Tencent automated journalism iterates every three months on average (K. Liu, personal 
communication, April 24, 2018). According to K. Liu, Project Director of Tencent Dreamwriter, Tencent 
autogenerated around 2,000 financial news stories and at least 500 pieces of sports news per day in 2018. 
Alongside Internet companies, state-run Xinhua News Agency also began to automate sports news, civic news, 
and even political news content such as coverage of the National People’s Congress (Xinhuanet, 2018). 

 
Both Study 1 and Study 2 found that Chinese readers had higher prior expectations for human-

written news than automated news in terms of readability and expertise, but the expectations for credibility 
of the two types of news were similar. Moreover, the actual perceived credibility of two types of stories were 
rated similar after exposure to articles. With that said, the credibility of automated and human-written news 
was again proven to be indiscernible. Although the similarity in credibility was consistent with previous work 
(Clerwall, 2014; Graefe et al., 2018; van der Kaa & Krahmer, 2014; Zheng et al., 2018), it can be explained 
by the uniqueness of Chinese media and cultural sensibility. In both studies, readers’ expectations for 
credibility of human-written news was the lowest among all three measurements. One possible explanation 
is that, compared with Western countries’ market-oriented media system, the Chinese media system is 
relatively centralized and politically oriented (Zhang, Zhou, & Shen, 2014). Chinese people perceive state-
run media outlets to be more credible (e.g., China Central Television) than other media (Zhang et al., 2014). 
This study, however, only used the vague phrase “human journalists” without revealing the name of specific 
media outlets, which might have weakened the perceived credibility of human-written news. An alternative 
explanation is that Chinese participants perceived social robots as more trustworthy and had higher 
engagement with the AI technology compared with Western participants (Li et al., 2010). It is possible that 
Chinese-speaking participants had similar expectations for automated and human-written news because 
they were more open to automation technology and had relatively higher trust in the algorithm. It is good 
news for the Chinese automated news market because higher trust in algorithms can be an impetus for the 
effective adoption of automation technology (Lee & See, 2004; Lee, 2018). 

 
Limitations and Future Research 

 
Despite these contributions to the automated journalism studies, this work had certain limitations. 

First, this study only tested and confirmed part of the ECT model’s rationale. Because of the design of this 
study, participants were not informed of the actual source of news they read (i.e., human or algorithm). It 
would be fallacious to ask them to measure satisfaction after reading automated journalism and human-
written news if they did not know the actual sources of a given article. Future studies can test the full model 
by measuring postadoption satisfaction and continuous intention after participants read the news and are 
informed of the actual authorship. According to the results of Study 1, readers’ perceptions of automated 
news were significantly higher than expectations in terms of credibility. Would this lead to readers’ 
satisfaction in consuming automated news? Future studies may measure participants’ intentions to read the 
automated news in the future. 
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Second, two experiments in this study used two scales and different survey platforms. Even though 
these differences did not affect the internal validity of this study, it would be better for future studies to use 
comparable study designs to reduce unnecessary confounding factors. Third, participants in both studies 
were relatively young. Although young readers are likelier to encounter automated news than the older 
generations, future research should be more rigorous in sampling. Lastly, this study adapted Haim and 
Graefe’s (2017) and Clerwall’s (2014) descriptors and translated them into Chinese. Although this study 
tested the suitability of these descriptors in a Chinese context by conducting a pretest analysis, the 
generalizability of these descriptors and their three main components remains uncertain. Overall, even 
though research on automated journalism are still in nascent stages, this area can be a fertile field for future 
research because of the sheer number of individuals exposed to automated news products. 
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Appendix 
 
Screenshots of stimuli (in each set, the human-written story is on the left, and the automated story 

is on the right). 
 
 

Story Set 1 (sports news) 

 
Story Set 2 (civic news) 

 
Story Set 3 (finance news) 
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Story Set 4 (conference news) 

 


